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Boundary Layer Separation
Control With Fluidic Oscillators
Fluidic oscillating valves have been used in order to apply unsteady boundary layer
injection to “repair” the separated flow of a model diffuser, where the hump pressure
gradient represents that of the suction surface of a highly loaded stator vane. The fluidic
actuators employed in this study consist of a fluidic oscillator that has no moving parts or
temperature limitations and is therefore more attractive for implementation on production
turbomachinery. The fluidic oscillators developed in this study generate an unsteady
velocity with amplitudes up to 60% rms of the average operating at nondimensional
blowing frequencies �F�� in the range of 0.6�F��6. These actuators are able to fully
reattach the flow and achieve maximum pressure recovery with a 60% reduction of
injection momentum required and a 30% reduction in blowing power compared with
optimal steady blowing. Particle image velocimetry velocity and vorticity measurements
have been performed, which show no large-scale unsteadiness in the controlled boundary
layer flow. �DOI: 10.1115/1.3066242�

1 Introduction
A great emphasis has recently been placed on assessing the

merits of fluidic flow control in overcoming boundary layer sepa-
ration �1–5�. This situation presents itself throughout the compres-
sion system of aircraft engines in highly loaded turbomachinery
passages and transition ducts and is a limiter in engine perfor-
mance and efficiency �1�. By injecting small amounts of air taken
from high-pressure engine sources into the near wall region up-
stream of a separated flow, the boundary layer may be sufficiently
energized to overcome the downstream adverse pressure gradient
and avoid flow separation in aggressive engine components. Be-
cause the extraction of this high-pressure air results in a penalty
on overall aircraft engine performance and efficiency, it is neces-
sary to implement boundary layer injection as efficiently as pos-
sible and minimize the flow requirements in order to achieve a net
positive impact on engine performance.

In a recent study, Luedke et al. �6� investigated steady blowing
flow control in a hump diffuser as a means of preventing boundary
layer separation due to an adverse pressure gradient. Discrete hole
injection has been analyzed to determine the optimum injection
configuration in terms of hole diameter, hole spacing, and hole
orientation �yaw angle�. Yawed injection ��=45 deg� has been
shown to be the most effective configuration, with significantly
higher pressure recovery arguably due to enhanced shear layer
mixing induced by large-scale corotating vortices resulting from
the jet–main flow interaction.

The focus of the present effort is to investigate possible ways of
improving the effectiveness of fluidic injection schemes to levels
beyond the previously optimized techniques for steady blowing. It
is very well known �7,8� that pulsing the boundary layer greatly
reduces the amount of injected mass flow, which is necessary for
the control of separated flow, and a great deal of attention has
been paid to the quantification of the benefits of pulsing in the
previous 2 decades �9�. This research has provided great insight
upon the physics of large coherent structures. It has also achieved
impressive results in the control, or rather the manipulation, of
turbulent shear flows, with reduction of more than two orders of
magnitude in the required mass flow to repair flow separation. The
vast majority of these studies, however, generate unsteady blow-

ing by means of mechanical or piezoelectric actuators, which are
often large in size, employ numerous moving parts, have reliabil-
ity issues and limited lifetime, or are extremely difficult to imple-
ment in high temperature turbomachinery components. Therefore,
the most urgent issue that is pertinent to the engineer who is
looking to successfully implement unsteady flow control is the
development of an actuation mechanism that can meet gas turbine
engine requirements. For this purpose, in recent years there has
been a renewed interest in the field of fluidics �10,11�, in particu-
lar to fluidic oscillators for flow control application. There have
been attempts �12� to incorporate these devices in turbomachinery
components such as stator vanes. The results, however, have not
been entirely positive up to this point. The reasons for this are
probably related to the high-pressure drop and the consequential
injected mass flow penalty that these actuators require to generate
unsteadiness. It is necessary to operate these devices close to the
point of their maximum efficiency and in a way that is the most
effective on repairing the separated boundary layer flow. Because
of the highly complicated vane design and the narrow spaces as-
sociated with turbomachinery applications, this is not a trivial
exercise.

The intent of this study is to demonstrate the viability of pas-
sive fluidic actuators to perform unsteady blowing and to quantify
their benefit. These actuators consist essentially of a fluidic
bistable switch, have no moving parts or temperature limitations,
and are therefore more attractive for implementation on produc-
tion turbomachinery.

2 Experimental Setup
A picture of the GE GRC diffuser rig model, aft looking for-

ward, is shown in Fig. 1. The lower wall contour of the test model
under investigation �Fig. 2� is designed to produce a streamwise
pressure distribution representative of that found on the suction
surface of a highly loaded compressor stator blade. This distribu-
tion provides an unanchored, naturally separated flow pattern
downstream of the crest and includes the streamline curvature
seen in compressor blades. Seifert and Pack �13� and Viken et al.
�14� studied a similar hump model; however the separated flow
over the hump was anchored by a highly convex surface. The rig
is an open circuit flow system, exhausting into ambient. The upper
and sidewalls of the model are flat and result in a cross section at
the crest of the lower hump with an aspect ratio of 6. Fences are
placed 0.25 chord lengths from the sidewalls to minimize the
effects of sidewall boundary layers and therefore reduce flow
three-dimensionalities along the span. Flow control is introduced

Contributed by the Turbomachinery Division of ASME for publication in the
JOURNAL OF VIBRATION AND ACOUSTICS. Manuscript received October 27, 2006; final
manuscript received July 22, 2008; published online June 30, 2009. Review con-
ducted by Matthew Montgomery. Paper presented at the ASME Turbo Expo 2006:
Land, Sea and Air �GT2006�, Barcelona, Spain, May 8–11, 2006.

Journal of Turbomachinery OCTOBER 2009, Vol. 131 / 041001-1Copyright © 2009 by ASME

Downloaded 28 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



along the span of the model at the location of the crest of the
hump, just upstream of the line of natural separation. The stream-
wise pressure gradient is adjusted by changing the configuration
of the model upper wall, which is hinged above the crest of the
lower surface �Fig. 2�. This allows for comparison of the effec-
tiveness of injection configurations in the presence of a progres-
sively stronger adverse pressure gradient downstream of the crest.

The model has been designed to allow for easy implementation
of various flow control configurations. The surface area along the
crest of the hump where flow control in the form of steady or
unsteady blowing is applied consists of a removable insert that
completes the contour of the hump. By making this portion of the
lower surface removable, injection patterns may be changed with-
out requiring any alterations to the overall rig. A plenum, which is
fed by five equally distributed 2.54 cm diameter pipes, is fixed to
the bottom of the flow control insert to provide a uniform flow
source.

A direct current blower is used to supply the main flow to the
diffuser. Secondary air for flow control is supplied by 6 bar house
air. The main flow is delivered to a settling chamber through a
shallow angle diffuser, designed with an expansion angle of 7 deg
to avoid boundary layer separation. The 1.219 m diameter settling
chamber is fitted with a layer of aluminum honeycomb to suppress
any swirl and lateral mean velocity variations exiting the diffuser.
Immediately downstream of the honeycomb are two rows of 3.2
mm thick perforated plates to suppress longitudinal mean velocity
variations and to reduce the inlet turbulence intensity �15�. Down-
stream of the plates, an elliptical bell mouth transitions to the
12.2�50.8 cm2 rectangular cross section. Because of the large
aspect ratio of the duct cross section, an optimized bell mouth

design is not practical. An inlet wire mesh is located at the exit of
the bell mouth to reduce any spanwise nonuniformities resulting
from the design.

Baseline, no-flow-control test conditions correspond to a
freestream velocity of 25.9 m/s and Rec of 300,000. The
freestream condition is defined at center span, center height, and
0.3 chord lengths upstream of the hump model leading edge �ori-
gin of coordinate system in Fig. 2�. Trip wires made of 0.25 mm
diameter wires are placed along the perimeter of the duct up-
stream of the test section to ensure turbulent transition for the
incoming low Reynolds number flow.

3 Diffuser Measurements

3.1 Measurements and Performance Metrics. The diffuser
test rig is instrumented with 164 static pressure taps along the
upper and lower flow path walls. A schematic of the locations of
the pressure taps is provided in Fig. 3, with s /c=0 defined at the
hump leading edge �Fig. 2�. Four rows of spanwise taps with 2.54
cm spacing are located along the lower wall at 0.12, 0.64, 0.81,
and 0.90 chord lengths downstream of the hump leading edge.
Two rows of spanwise taps are located along the upper wall at
0.12 and 0.90 chord lengths �measured with an upper wall at ��
=0 deg�. An axial row of taps equally spaced at an arc length of
6.35 mm is located along the centerline of both the upper and
lower walls. The freestream flow condition, as identified in Sec. 2,
is monitored through a Pitot-static pressure probe and a subsonic
Venturi-meter located in the upstream supply piping. The mass
flow rate and pressure of the secondary flow control air are also
monitored during the tests.

Two key performance metrics are considered, the local pressure
recovery coefficient �Cps� and the overall diffuser pressure recov-

Fig. 1 GE GRC diffuser test rig, aft looking forward

Fig. 2 Hump diffuser cross section

Fig. 3 Layout of wall static pressure taps on „a… lower and „b…
upper model walls
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ery coefficient �Cp�, as defined in Eqs. �1� and �2�. Cps is calcu-
lated along the centerline of the lower wall to monitor the pressure
recovery distribution along the hump contour, while Cp provides
a measure of the overall diffuser performance. The crest dynamic
head is approximated in these quantities by the difference between
the freestream total pressure measured upstream of the test section
and the spanwise averaged crest static pressure. Because Cps and
Cp are relative performance measures and are consistently defined
throughout the study, this approximation is deemed adequate,

Cps =
Ps�s� − P̄s,crest

Pt,FS − P̄s,crest

�1�

Cp =
Ps,exit − P̄s,crest

Pt,FS − P̄s,crest

�2�

3.2 Data Acquisition. A Scanivalve system with six 48-port
modules, each with a dedicated differential pressure transducer, is
used to monitor the pressure signals from the 164-wall static pres-
sure taps as well as the freestream Pitot-static probe. Scanivalve
data are sampled through a National Instruments E-Series 16 bit
high-frequency data acquisition board at a rate of 20 Hz for a
period of ten samples after a 2 s settling time. The frequency
content cutoff of measured pressure signals in the separated flow
region has been experimentally shown to be less than 5 Hz, indi-
cating that sampling rates greater than 10 Hz are free from alias-
ing. This low-frequency content is likely due to the damping pro-
vided by the length of small diameter plastic tubing connecting
each pressure tap to the measurement port and is not related to the
actual frequency content of the flow unsteadiness. The effect of
the number of samples on the measurements has been studied, and
ten samples have been shown to be adequate to determine the
actual mean pressure values. The 2 s settling time has been shown
through testing to be adequate for allowing the pressure port vol-
ume to equilibrate. Additional differential pressure transducers
monitoring Venturi-meter and settling chamber temperatures and
pressures are channeled through a Validyne CD280 carrier de-
modulator and sampled through a National Instruments FP1600
Field Point system. Statistics from the Field Point measurements
are recorded and phased with the mean and standard deviation of
pressures measured for each Scanivalve port. By setting the sta-
tistics time interval for the Field Point data to some time less than
the total time of one complete Scanivalve rotation �48 ports�, each
set of statistical Field Point data is guaranteed to be representative

of the same flow condition of the corresponding Scanivalve rota-
tion data. A schematic detailing the configuration of the data ac-
quisition system is shown in Fig. 4.

3.3 Measurement Error. An analysis of measurement capa-
bilities has been performed on the measurement system of the
current study to assess the repeatability and reproducibility of
pressure measurements. For this assessment, each flow control
insert is assembled in the diffuser rig, tested, removed, and then
reassembled and retested to determine the random error due to the
measurement system and the part-to-part variability. This assess-
ment has been performed for the �=−5 deg diffuser configuration
in terms of overall pressure recovery levels, Cp, for the baseline,
no-flow-control condition. A one-way analysis of variance of the
test data gives a measurement standard deviation due to repeat-
ability error of �0.01Cp, with a ratio of part-to-part variability to
measurement variability of about 27. These results indicate that
measured differences in Cp due to different characteristics are
well above the level of expected measurement noise. Geometric
tolerances are specified as �0.08 mm.

3.4 PIV Measurements. A TSI Insight particle image veloci-
metry �PIV� system has been used to obtain quantitative measure-
ments of velocity. The experimental arrangement is shown in Figs.
5�a� and 5�b�. Atomized olive oil particles have been used to seed
the flow. These particles were illuminated by a laser sheet, of 3
mm thickness, from two pulsed yttrium aluminum garnet �YAG�
lasers. Images of the particles were captured using a Kodak Mega-
plus �1008�1018 pixels� camera and were transferred in real
time to a PC at an image rate of 15 Hz. Pairs of images were
analyzed using cross-correlation of subimages and were digitally
implemented. Further details of this experimental technique can
be found in the TSI Insight user manual. The measurement stan-
dard deviation of the velocities in the highly separated flow area is
�0.05U.

4 Hump Diffuser Performance Without Flow Control
As reported by Luedke et al. �6�, no-flow-control tests have

been performed in order to assess the reference pressure distribu-
tion through the model in the presence of separated flow. These
tests are run at a mass flow rate of 1.9 kg/s, corresponding to a
freestream velocity of 25.9 m/s. The midspan streamwise lower
surface pressure distribution is plotted in terms of Cps in Fig. 6�a�
for both the �=0 deg and �=−5 deg diffuser configurations. Be-
cause the �=0 deg configuration has a larger expansion area dis-

Fig. 4 Schematic of data acquisition system
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tribution, the associated pressure recovery increases at a slightly
steeper rate than the �=−5 deg configuration just downstream of
the crest �0.64�s /c�0.75�. However, this larger expansion area
also creates a stronger adverse pressure gradient in the diffuser,
and therefore the separation point moves upstream relative to the
�=−5 deg configuration, resulting in a lower exit pressure recov-
ery level. Shown in Fig. 6�b� are the spanwise pressure distribu-
tions for the lower wall pressure tap rows located in the acceler-
ating region of the hump �s /c=0.12�, at the crest �s /c=0.64�, and
in the decelerating region �s /c=0.81�. The lower surface inlet
flow appears quite uniform across the span, whereas the distribu-
tion at the crest shows significant sidewall pressure deficits. This
sidewall deficit is likely due to the fact that the weak corner flow
along the base of the fences separates earlier than the midspan
flow. This nonuniformity is seen to have dissipated by s /c=0.81
where a near constant pressure distribution is found across the
span within the separated region.

When comparing the effectiveness of unsteady blowing with
respect to steady blowing, the strongest adverse pressure gradient
�=0 deg configuration was employed to have a sharper quantifi-
cation of the benefits of flow control.

5 Steady Injection Characterization
In a previous investigation on the same experimental rig,

Luedke et al. �6� tested a series of discrete steady injection flow
control configurations to determine the effect that each of a series
of flow and geometric parameters has on the lower wall pressure
recovery distribution. The parameters considered in the study are
injection hole diameter �d�, injection hole spacing �b�, injection
hole yaw orientation ���, injection momentum coefficient �C��,
and velocity ratio �VR�, where �C�� and �VR� are defined as in Eqs.
�3� and �4�, respectively. Each combination of flow control param-
eters is tested under both the �=0 deg and �5 deg upper wall
configurations to determine their relative effectiveness in a pro-
gressively stronger adverse pressure gradient,

C� =
mbVb

� 1
2	UFS

2cw�baseline

�3�

VR =
Vb

�UFS�baseline
�4�

Yawed injection ��=45 deg� has been shown to be the most ef-
fective configuration, with significantly higher pressure recovery
arguably due to enhanced shear layer mixing induced by large-
scale corotating vortices resulting from the jet–main flow interac-
tion. Both hole and slot injections have been tested, with discrete
injection capable of achieving increased pressure recovery at re-
duced levels of momentum injection.

While the reader should refer to the original paper for the com-
plete details of this study, the most effective configuration for
steady blowing constitutes the baseline for the present work, and
the pertinent results are summarized here. The geometric charac-
teristics of this configuration are summarized in Table 1, and the
diffuser pressure recovery is plotted in Fig. 7. It is interesting to
note that as soon as injection is initiated, the pressure recovery
coefficient falls to lower values. This drop in performance is likely

Fig. 5 „a… Schematic of PIV setup. „b… Example of a full-
resolution PIV velocity field.

Fig. 6 „a… Baseline local pressure recovery curves along the
lower surface for �=0 deg and �5 deg. Flow control insert is
located between 0.5
s /c
0.62. „b… Spanwise lower wall pres-
sure distribution at s /c=0.12, 0.64, and 0.81 „�=−5 deg….

Table 1 Geometric features of optimal discrete hole insert

Discrete hole insert

d=1.905 mm
b=7.620 mm

N=54
�=45 deg
l /d=6.5

Aopen=1.568 cm2
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due to the fact that at very low velocity ratios injection perturbs
the flow stream and may promote earlier separation. However, as
the injected mass flow is augmented, the diffuser recovery rapidly
increases above the no-flow-control levels. While the initial in-
crease in Cp is rather steep, the slope of the pressure recovery
curve strongly decreases as the maximum value of Cp=0.77 is
approached. Therefore, a question arises on the definition of the
Cp level at which we can consider the flow to be fully reattached.

In Fig. 8 the centerline hump pressure distributions are plotted
as flow control is progressively increased, and it is possible to
notice that the separation is not completely suppressed until Cp
�0.75. This information will be of paramount importance when
the benefits of unsteady flow control are quantified in the follow-
ing sections.

6 Fluidic Actuators for Pulsing
Fluidic oscillators have been employed for the past 4 decades,

and a review of the most common configurations can be found in
Campagnuolo and Lee �16�. A feedback oscillator constitutes the
core of the no-moving-part actuator that has been conceived for
this study. The working mechanism of such oscillators is shown in
Fig. 9. This device consists of a high-gain bistable fluid amplifier
in which part of each output signal is fed back and applied as a
negative signal at the amplifier’s control port to switch the jet. The
frequency of the feedback oscillator is determined by the transport
time of the stream in the feedback path and by the filing time of
the feedback capacitance and is therefore governed by volume and
length. The oscillatory mode is excited only at pressure ratios for

which the jet occupies the full downstream channel width. Feed-
back oscillators can be made insensitive to temperature, pressure,
or both �16�.

Unsteady blowing has been implemented upon the baseline
configuration summarized in Table 1, where flow control jets are
yawed at �=45 deg. In this way, a direct comparison with the
most efficient steady blowing is made possible. Feedback oscilla-
tors are applied such that the output channels connect directly to
two adjacent jet holes in the flow control insert, and the hydraulic
diameter of the oscillator outputs is matched to the diameter of the
yawed holes. In this way, the unsteady flow control insert is con-
stituted by a row of holes, where pairs of adjacent holes are pulsed
in opposition of phase with each other, at a frequency �f� that is
set by the oscillators. The phase difference between hole pairs is
not controlled.

Nishri and Wygnanski �17� and McManus et al. �18�, together
with numerous other authors employing electromechanic actuators
such as solenoid and siren valves �9�, found that the most effective
forcing frequency for flow control F+= fL /UFS lies between 0.4

F+
1 where the actuation period scales with the advection
time of the separated shear layer vortices. However, Glezer et al.
�19� suggested that at these frequencies the coupling between un-
steady actuation and wake vortex shedding might trigger large-
scale global instabilities resulting in unsteady aerodynamic forces,
which would be highly undesirable for obvious reasons. There-
fore, they proposed a radically different approach that emphasizes
fluidic modification of the apparent aerodynamic shape of the sur-
face upstream of the separation point with the objective of altering
the streamwise adverse pressure gradient in order to suppress
separation. For this purpose, surface-mounted high-frequency pi-
ezoelectric actuators �i.e., synthetic jets� are employed at frequen-
cies that are at least one order of magnitude higher than the vortex
shedding frequency in the separated boundary layer, decoupling
unsteady actuation from global instabilities of the base flow.

In order to provide insight into these two different regimes of
flow control, two unsteady blowing inserts �A� and �B� have been
designed for our experiments. The fluid amplifier is identical in
both devices, but the feedback path geometry differs, thus chang-
ing the frequency characteristic between the two inserts. Insert �A�
has been designed to operate at a constant frequency F+�0.7, and
insert �B� has been designed to operate at a pressure-controlled
frequency in the range of 3
F+
6. Examples of the unsteady
velocity waveforms measured with a hotwire anemometer at the
output of the oscillators are given in Figs. 10 and 11, together with
the frequency response curve as a function of the driving pressure.
The hotwire probe was placed one nozzle diameter downstream of
the exit surface. The modulation is very strong, with the rms ve-
locity component ranging from 35% to 60% of the average value
of the outlet velocity.

It is somewhat difficult to quantify the “pressure drop” and the
“efficiency” of a fluidic oscillator since it is an unsteady device
and it requires pressure ratio significantly greater than 1 to operate
in the bistable mode. An ideal oscillator would have a maximum
velocity equal to the ideal frictionless velocity, a minimum veloc-
ity equal to zero �complete shutoff�, and a rms velocity component
of 1 /�2 of the average value. In practice, oscillators can never

Fig. 7 Diffuser pressure recovery for discrete injection insert
as a function of C� for �=0 deg

Fig. 8 Centerline pressure for 1.905 mm discrete injection at
different recovery levels as per Fig. 6. Flow control insert is
located between 0.5
s /c
0.62.

Fig. 9 Feedback fluidic oscillator: switching mechanism. PS
indicates the supply plenum pressure.
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attain complete shutoff because of the inherent leakage that is
present in any fluidic bistable switch �20�. Figure 12 gives an
indication of the efficiency of the oscillators employed in this
work by plotting the velocity of an ideal frictionless nozzle, the
maximum velocity, and the minimum velocity from the oscillator
outlets. It can be noticed that the devices have a relatively small
minimum velocity, and the maximum velocities often exceed 80%
of the ideal values.

7 Unsteady Injection Characterization
The diffuser pressure recovery coefficients �Cp� resulting from

steady blowing and unsteady blowing are plotted in Fig. 13 as a
function of injected momentum for the diffuser configuration at
�=0 deg. The geometry of the optimal injection configuration is
summarized in Table 1, and the frequency characteristics of the
two unsteady injection manifolds are illustrated in Figs. 10�b� and
11�b�, respectively. The resulting nondimensional frequency �F+�
is indicated in the plot. Note that for the unsteady flow control the
momentum coefficient is computed as in Eq. �5�, where the oscil-
latory injected flow control momentum is averaged. This is the
most widely used definition of oscillatory momentum coefficient
and allows for a meaningful comparison with the steady injection
coefficient computed in Eq. �3�,

C� =
mbVb

� 1
2	UFS

2cw�baseline

�5�

Unsteady injection achieves the same full recovery levels as
steady blowing but requires less than half the injected momentum.
It is found that insert �A� performs significantly better than insert
�B�, suggesting that for these experiments the most efficient re-
gime is where the unsteady forcing period scales with the advec-
tion time of the shear layer vortices. The inability of repeating the
results of the synthetic jet experiments of Glezer et al. �19� for
F+�1 might be due to the fundamental operational difference
between fluidic oscillators and piezoelectric synthetic jets. While
synthetic jets are zero net mass flow devices and operate in both
suction and blowing modes, fluidic actuators produce a velocity
waveform that is similar to the one produced by more classic
forms of actuation such as solenoid and siren valves. Therefore, it
is plausible that the most effective forcing frequency for fluidic
oscillators lies between 0.4
F+
1.

In this experiment, the coupling between unsteady actuation at
F+�0.7 and the boundary layer does not trigger global large-scale
instabilities in the flow. No unsteadiness in the reattached flow has
been observed in the pressure measurements, and PIV velocity
measurements have been taken in order to capture any possible
large-scale structure in the flow field. A word of caution is neces-
sary here, as the time resolution of the PIV system that was em-
ployed in this work is not high enough to detect the paths of the
vortices separating from the diffuser hump. However, the authors
feel confident that the measurement time was large enough to
detect large-scale unsteadiness and any possible higher rms veloc-
ity component that would result from a prolonged undersampling
of higher-frequency velocity fluctuations due to small-scale coher-
ent structures.

The evolution of the average flow field and streamlines over the
hump diffuser is shown in Fig. 14. It is interesting to note that as
soon as injection is initiated, the size of separated flow area actu-
ally grows, corresponding to the drop in performance seen in Figs.
7 and 13. At this stage, the pressure recovery coefficients are

Fig. 10 Feedback fluidic oscillator in insert A, F+É0.7. „a… Ve-
locity waveform. „b… Frequency response as a function of sup-
ply pressure.

Fig. 11 Feedback fluidic oscillator in insert B, 3
F+
6. „a…
Velocity waveform. „b… Frequency response as a function of
supply pressure.

Fig. 12 Frictionless nozzle velocity and oscillator maximum
and minimum velocities as functions of the supply pressure
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apparently below the one associated with steady blowing. How-
ever, this is probably associated with the lower values of C� for
the oscillator experiment when flow control is initiated. Further
investigations are recommended when control is initiated. Further
investigation is recommended in order to better assess the differ-
ences between steady and unsteady blowing at very low values of
the momentum coefficient C�.

As flow control is progressively implemented in the model, the
separation streamline moves aft until the flow is fully reattached.
In Fig. 14�f�, it is possible to see that when the flow is fully
reattached, there is no sign of flow instability, and the flow struc-

ture appears to be essentially the same as it would be had the
separation been repaired by steady blowing. In order to corrobo-
rate this observation with quantitative data, in Fig. 15 we plot a
comparison of the total rms velocity profile for steady and un-
steady blowing at the exit of the diffuser and the relative velocity
profiles extrapolated from PIV measurements. The velocity and

Ūrms profiles are plotted for the no-flow-control scenario and at a
correspondent fully repaired flow for a Cp=0.76. Small differ-
ences between the two curves without flow control are due to the
strong unsteady and three-dimensional features of the separated

Fig. 13 Diffuser pressure recovery curves for steady and unsteady blowing as a func-
tion of C� for �=0 deg

Fig. 14 U velocity fields and streamlines for unsteady flow control applied by insert A over the hump
diffuser
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flow field. The PIV averaged two-dimensional velocity measure-
ments necessarily do not capture the whole amplitude and fre-
quency content of the flow.

From the U velocity profile, it is interesting to see how the flow
control recovers a fully attached boundary layer. Also, flow con-
trol suppresses the high fluctuations that were present in the base
flow especially in the separated shear layer where the velocity
gradients are stronger �see also Fig. 14�a��. The unsteadiness level
seems to be very similar for steady blowing and fluidic oscillators.

8 Quantification of the Benefits of Unsteady Flow
Control

In order to quantify the benefits of unsteady blowing, in Fig. 16
we plot the relative reduction in the required momentum, mass
flow, and blowing velocity that are required to obtain a specific
pressure recovery �Cp� in the diffuser. It is interesting to see that
the fluidic oscillator’s performance increases with the recovery
level, with higher benefits for higher pressure coefficients

�Cp�.When the flow is fully reattached �Cp�0.75�, fluidic oscil-
lators allow for a 60% reduction in injected momentum, 30%
reduction in blowing power, and 35% reduction in blowing ratio.

9 Conclusions
Fluidic valves have been used in order to apply unsteady

boundary layer injection to the separated flow of a model diffuser,
where the hump pressure gradient represents that of the suction
surface of a highly loaded stator vane. It is well known that os-
cillatory blowing greatly reduces the injected momentum required
by steady blowing in order to repair a separated boundary layer. In
the previous 2 decades, a great deal of attention has been paid to
the quantification of the benefits of pulsing, and many authors
have demonstrated reductions up to two orders of magnitude in
injected mass flow by using unsteady injection rather than steady
injection. The vast majority of these studies, however, generate
unsteady blowing by means of mechanical or piezoelectric actua-
tors that employ moving parts, have reliability issues and limited
lifetime, and are difficult to implement in high temperature turbo-
machinery components.

The focus of the present effort is to demonstrate the viability of
fluidic actuators to perform unsteady blowing. These actuators
essentially consist of a fluidic oscillator, have no moving parts or
temperature limitations, and are therefore more attractive for
implementation on production turbomachinery. The fluidic oscil-
lators developed generate an unsteady velocity with an amplitude
of up to 60% rms of the average at frequencies �f� ranging from
350 Hz to 2500 Hz. The nondimensional blowing frequency �F+�
of the current experiment lies in the range of 0.6�F+�6 based
on the shedding of the large-scale vortices in the separated bound-
ary layer downstream of the diffuser hump.

In order to demonstrate the effectiveness of this unsteady injec-
tion technique, the overall pressure recovery of the diffuser �Cp�
was compared with the optimal steady injection configuration pre-
viously achieved in the same rig with the same discrete hole in-
jection geometry. Fluidic oscillators show a strong net reduction
in the penalty associated with flow control when separation is
fully repaired. These actuators are able to fully reattach the flow
and achieve maximum pressure recovery at F+�0.7 with a 60%
reduction of injection momentum required and a 30% reduction in
blowing power over the optimal steady injectors.

Whenever high-pressure recovery is achieved with pulsed
blowing, questions arise on the emergence of large-scale fluctua-
tions that would be disruptive in any turbomachinery application.
In this study, we performed velocity and vorticity PIV measure-
ments that show no large-scale unsteadiness in the flow, exhibiting
the same streamlines as when the boundary layer is reattached by
steady blowing.

Fig. 15 U velocity and Ūrms profiles for steady blowing and
fluidic oscillators

Fig. 16 Diffuser pressure recovery curves for steady and unsteady blowing as a function of
C� for �=0 deg
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Nomenclature
Cp � diffuser pressure recovery coefficient

Cps � local pressure recovery coefficient
C� � injected momentum coefficient

c � hump chord
d � injection hole diameter
h � height
l � injection hole length

mb � injection mass flow
Rec � chord based Reynolds number

b � injection hole spacing
U ,UFS � x-velocity component, freestream velocity

Vb � injection jet absolute velocity
VR � injection velocity ratio

Pt , Pt � pressure, total or static
f � oscillator frequency

F+ � nondimensional injection frequency
L � distance between the injection location and the

diffuser trailing edge
N � number of injection holes
w � span
s � hump arc length
z � spanwise coordinate
a � upper diffuser wall angle
� � injection hole streamwise angle
	 � density
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Superposition Predictions of the
Reduction of Hot Streaks by
Coolant From a Film-Cooled
Guide Vane
The turbine section of a gas turbine engine is subjected to hot gases flowing from the
combustor that typically have high temperature regions known as “hot streaks.” These
hot streaks pass through the nozzle guide vanes, either impacting the vanes or passing
through the passages between vanes. Generally the vanes are highly film cooled, and the
coolant from the vanes interacts with the hot streak resulting in a reduction of the hot
streak temperature. In this study, predictions of the reduction of hot streaks were made
using superposition of measured temperature distributions due to coolant injection and
measured temperature distributions of hot streaks. These predictions were compared to
the measured hot streak reduction to determine the accuracy of the superposition tech-
nique. Results showed that the superposition predictions generally underpredicted the
reduction of the peak hot streak temperature, but were within at least 20% of the peak
temperature value. The superposition technique was also found to be useful for determin-
ing the hot streak reduction for different hot streak locations, and different coolant and
hot streak operating conditions. �DOI: 10.1115/1.2948964�

Keywords: film cooling, hot streak, superposition

Introduction

Modeling of “hot streaks” downstream of the combustor in the
turbine section of a gas turbine engine has been a subject of re-
search for some time. The temperature nonuniformities, or hot
streaks, in the flow field are due to the discrete number of circum-
ferentially positioned combustors upstream of the first stage
nozzle guide vanes. A majority of the modeling efforts have been
computational fluid dynamics �CFD� simulations of the hot streak
impinging on a first stage nozzle guide vane or passing between
vanes. However, the estimation of the hot streak temperatures
downstream of the first stage nozzle guide vanes involves consid-
eration of cooling flows from those guide vanes.

The first investigations of hot streaks combined with vane cool-
ant flows were by Roback and Dring �1,2�. In their first paper �1�,
Roback and Dring made separate measurements of a simulated
hot streak and a coolant flow from the trailing edge of a stator.
They used CO2 as a trace gas to track the progress of a hot streak
introduced through a pipe in the middle of the vane passage and to
track the trailing edge coolant. In a companion paper �2�, they
made measurements of the combined hot streak and coolant flow,
and evaluated whether the combined effects were predictable from
the additive effects of the separate measurements of the hot streak
and coolant, i.e., superposition. However, in their study the hot
streak was positioned to pass through the middle of the passage
between two stators, so the interaction between the hot streak and
coolant would be expected to be small, if any. Furthermore, the
description of their facility suggests that turbulence levels were
very low, while for actual engine conditions the turbulence levels
are very large. Finally, results from the study are difficult to inter-

pret because of their focus on the effects on the surface of the
downstream rotor airfoils rather than the flow and thermal field
approaching the rotor.

A recent study from our laboratory �3� showed that coolant
from a fully film-cooled vane can cause a significant reduction of
a hot streak impacting the vane. A more detailed study of the film
cooling effects on hot streak reduction is presented in the com-
panion paper �4�. This study shows the effects of varying coolant
blowing ratio and density ratio on the reduction of the hot streak.
In the current paper, measurements of the separate hot streak and
coolant temperature profiles are used along with the measure-
ments of the combined hot streak and coolant profiles to evaluate
the predictive capability of superposition of the independent hot
streak and coolant profiles. We then develop models capable of
predicting a variety of hot streak and coolant conditions and their
interactions. Finally, these models are used to predict the maxi-
mum reduction of the hot streak and the expected reduction of
higher temperature hot streaks.

Facilities and Experimental Conditions
The test facility used to make the experimental measurements

was a closed-loop, low-speed wind tunnel, driven by a 50 hp vari-
able pitch, variable speed fan. The test section, shown in Fig. 1,
was a simulated three vane, two passage cascade with adjustable
bleed and adjustable walls to maintain the proper flow around the
test airfoil. A full description of the facility is given in Polanka
�5�.

The test airfoil was a scaled up model of a first stage turbine
guide vane, with the Reynolds number matched to actual engine
operating conditions. The vane had a true chord length of
C=594 mm and a span of S=550 mm, and the pitch between
airfoils was P=460 mm. The mainstream approach velocity was
U0=5.8 m /s for all experiments, resulting in a Reynolds number
of Re=1.2�106 based on chord length and exit velocity. The test
vane was constructed of polyurethane foam selected for strength
and low thermal conductivity, with a value of
k=0.048 W / �m K�. For all coolant regions, the coolant hole di-
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ameter was d=4.11 mm and the pitch in the vertical, or spanwise,
direction between coolant hole centerlines was 5.55d.

Three separate regions of coolant holes were used in the present
study �shown in Fig. 2�. The showerhead region had six rows of
coolant holes with a row spacing of 3.33d. These holes were ori-
ented laterally, i.e., 90 deg to the streamwise direction, and had an
injection angle of 25 deg relative to the surface. The pressure side
film cooling holes consisted of two rows of coolant holes. These
rows were located at s /d=−25 and s /d=−45, where s /d=0 is
located at the stagnation line at the leading edge of the airfoil. The
pressure side coolant holes had an injection angle of �=30 deg
and a streamwise angle of �=45 deg. The three rows of suction
side holes are also shown in this figure. Their locations with re-
spect to the stagnation line were s /d=30, s /d=53, and s /d=84.
The injection angles were �=50 deg, 45 deg, and 35 deg, respec-
tively and the streamwise angles were �=0 deg, 45 deg, and
45 deg, respectively. The nominal mainstream temperature was
T�=300 K and the coolant consisted of cryogenically cooled air
supplied at TC=187.5 K, resulting in a density ratio of DR=1.6
for a majority of the results. Each coolant region had a separate
pressure plenum providing coolant supply, as shown in Fig. 2. A
full description of the film cooling supply and of the construction
of the film cooling holes is given in Cutbirth and Bogard �6�.

The hot streak generator section was installed upstream of the
test section, as shown in Fig. 1. The exit of the hot streak genera-

tor was located 1.7C upstream of the vane leading edge and was
designed to provide a nominal temperature ratio of
T0,HS /T�=1.1 under both low and high turbulence conditions at a
location 0.21C upstream of the vane, noted as Position A in Fig. 1.
Given the nominal mainstream temperature of T�=300 K, the
nominal peak hot streak temperature was T0,HS=330 K. The hot
streak generator was designed to be continuously adjustable
across the pitch of the vane cascade. The construction and adjust-
ment of the hot streak generator section is fully described in Jen-
kins et al. �3�.

Turbulence intensity and integral length scales were established
using hot-wire anemometer measurements at Position A. For the
low turbulence condition, the turbulence intensity was Tu=3.5%
and the integral length scale was large, � f =19–30 mm. High
mainstream turbulence was generated using an array of 38 mm
diameter vertical rods, spaced 85 mm apart, and located 0.88C
upstream of the stagnation line, as shown in Fig. 1. The turbulence
generator produced a turbulence intensity of Tu=20% with an
integral length scale of � f =33 mm at Position A. Additional de-
tails regarding the turbulence field and turbulence generator are
available in Cutbirth �7�.

Measured hot streak and coolant temperature profiles were ac-
quired using a thermocouple rake consisting of 22 K-type thermo-
couples spaced 7.8 mm apart. Measurements were taken normal
to the flow direction, as shown in Fig. 1, in measurement planes at
Positions A, T, and B. Temperature readings from the thermo-
couple rake and thermocouples placed in the mainstream were
acquired using a National Instruments multiplexer, an analog/
digital �A/D� module, and the LABVIEW software and were time
averaged over a 6 s time span.

A normalized temperature ratio, �R, was used to define the
“strength” of the hot streak. The normalized temperature ratio,
�R, was defined based on the peak hot streak temperature, T0,HS,
measured at the standard reference position �Position A� upstream
of the vane leading edge. Since the local temperature is scaled by
the peak value upstream, �R may be thought of as the hot streak
reduction, or as a percentage of the original hot streak. It is shown
in the following equation:

�R =
Tij − T�

T0,HS − T�

�1�

where �R is computed at a point �ij� based on the temperature at
that point, Tij, and the mainstream temperature at the measure-
ment plane, T�.

Fig. 1 Simulated vane cascade with hot streak generator

Fig. 2 Schematic of film cooling hole configuration
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To eliminate bias uncertainty of the measurements for the ther-
mocouple rake, the equipment was tested against a known stan-
dard, i.e., an ice bath, and repeatable bias errors were computed.
The bias errors between thermocouples were eliminated by adjust-
ing the raw data according to the bias error previously determined.
In this way, biases between thermocouples and thermocouple
channels were removed, leaving only random or precision error.
Based on a statistical analysis of the temperature measurements,
the precision uncertainty �95% confidence interval� of the time
averaged temperature values ranged from �0.1 K at the main-
stream temperature to �0.4 K at the peak hot streak temperature.
This error was a random error resulting from the data acquisition
system. Based on the temperature uncertainties, the uncertainty in
the temperature ratio, T /T�, was calculated to be �0.001 and the
uncertainty in the normalized temperature ratio, �R, was calcu-
lated to be �0.02.

Derivation of the Superposition Equation
An energy balance at a point in the flow shows that the energy

contained at that point is a function of the mass flow rate, specific
heat, and temperature difference with respect to a reference tem-
perature, in this case the mainstream temperature. This may be
expressed as a superposition of energy levels at that point for the
coolant profile and hot streak profile separately, shown in

��UdA�cp�Tij − T��SP = ��UdA�cp�Tij − T��C

+ ��UdA�cp�Tij − T��HS �2�
where the subscript SP refers to the superposition result, and the
subscripts C and HS refer to measurements of the coolant and hot
streak temperatures, respectively. The specific heat varied only
slightly for the full range of temperatures during the experiments,
so this may be considered as constant. At a point in the flow, the
velocity field is relatively unaffected by the presence of the hot
streak, as shown by Dorney �8�, and previous measurements in the
facility showed that coolant flows had a negligible effect on the
velocity field downstream of the vane. Thus the velocity was con-
sidered invariant for a given position. At the measurement plane
�i.e., Position T or B�, for the range of temperatures observed, the
density varied by no more than about 5%, so it too may be con-
sidered nearly constant. Therefore, this equation may be written as
the superposition of fluid temperature differences from the main-
stream as

�Tf − T��SP = �Tf − T��C + �Tf − T��HS �3�
Dividing both sides by the peak hot streak–to–mainstream tem-
perature difference results in

�Tf − T��SP

�T0,HS − T��
=

�Tf − T��C

�T0,HS − T��
+

�Tf − T��HS

�T0,HS − T��
�4�

which can be quickly related to the normalized temperature ratio,
�R, using its definition from Eq. �1� to obtain the superposition
equation

�R,SP = �R,C,exp + �R,HS,exp �5�

where the subscripts C and HS refer to coolant only and hot streak
only experimental results and the subscript SP refers to the super-
position result. This equation is used to predict hot streak reduc-
tion due to coolant flow under various conditions.

Results
The goal of superposition analysis is to predict the effect of

coolant on the hot streak by adding coolant profiles to hot streak
profiles. First, the capability of superposition was evaluated by
comparing these predictions with measured data. Following this
validation, the method was used to estimate the effect of coolant
on the hot streak for different hot streak pitch positions and deter-
mine the ideal hot streak pitch position based on these predictions.
A numerical simulation by Dorney �8� showed that increasing the

hot streak temperature ratio from T /T�=1.5 to 2.0 had very little
effect on the predicted kinematics of the hot streak. Thus, scaling
of the hot streak temperature profiles by a different peak hot streak
temperature ratio was also possible. The results shown in a con-
current paper �4� indicated that coolant profiles could be scaled by
the coolant hole exit to mainstream temperature difference, so
coolant profiles with different density ratios could be estimated as
well. Superposition of these coolant profiles with the scaled hot
streak profiles made it possible to predict the reduction of hot
streaks for other combinations of hot streak temperature ratios and
coolant density ratios not attainable in the present facility.

Validation of Superposition Predictions. The following
evaluation of superposition in predicting hot streak and coolant
interaction is presented for a range of conditions. These include
results for individual blowing regions, different blowing ratios,
density ratios at DR=1.2 and 1.6, and low and high mainstream
turbulence levels �Tu=3.5% and 20%�. While the majority of re-
sults are shown for midspan profiles, where the hot streak was the
strongest, full field comparisons are also shown for selected cases.

The following comparisons are made under conditions of high
mainstream turbulence �Tu=20% �. A comparison of the measured
and predicted midspan profiles of the hot streak is presented in
Fig. 3 for the case of showerhead coolant injection at M*=1.6 and
a density ratio of DR=1.6 at Position T, i.e., at the trailing edge of
the vane, as shown in Fig. 1. Also shown in Fig. 3 are the mea-
sured profiles for the hot streak alone and the showerhead coolant
alone. These data were used to compute the superposition profile
using Eq. �5�. The superposition prediction matched the overall
shape of the experimental profile fairly well but underpredicted
the reduction in the peak �R value, showing a hot streak reduction
of 21% �dotted line� compared with the measured 33% peak hot
streak reduction �solid line�. At blowing ratios of M*=1.4 and 2.0,
not shown in the figure, superposition also underpredicted the
benefit of showerhead coolant by similar amounts. Error bars are
shown for this figure to indicate the levels of uncertainty for the
measured values.

For suction side film cooling, with a blowing ratio of
Mav=0.7, shown in Fig. 4, superposition predicted the near wall
dip in hot streak temperature well and did a reasonable job of
capturing the shape of the rise in hot streak temperature farther
away but also underpredicted the benefit of coolant in reducing
the hot streak on the suction side. The superposition model does
not account for the influence of strong temperature gradients or
changes in the flow field due to coolant/hot streak interaction,
which resulted in stronger deviations in the predicted results in

Fig. 3 Comparison of experimental and superposition normal-
ized temperature ratio „�R… profiles at Position T at midspan
„z /S=0.50… for the hot streak at the stagnation line with show-
erhead blowing at M*=1.6 and high mainstream turbulence
„Tu=20% …
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some locations. One such example is pointed out in Fig. 4.
The superposition prediction with full coverage film cooling

with blowing ratios of M*=1.6 from the showerhead, Mav=0.7
from the suction side, and Mav=0.6 from the pressure side is
shown in Fig. 5�a�. Again superposition predicts the general shape
of the temperature profile but underpredicts the decrease in hot

streak peak temperature caused by coolant injection. While the
measured hot streak reduction was over 40% compared with no
film cooling, superposition predicted that it would be a little less
than 30%. At higher full coverage blowing ratios
�M*

showerhead
=2.0, Mav,suction=1.0, and Mav,pressure=1.0� in Fig.

5�b�, overall agreement was also good. Here the measured hot
streak reduction was just over 50% while superposition predicted
that it would be about 35%.

The superposition prediction of the temperature distribution
across the two-dimensional y-z plane at the trailing edge of the
vane is shown in Fig. 6�b� along with the measured temperature
distribution �Fig. 6�c��. The two-dimensional hot streak contours
with no film cooling are shown as a reference �Fig. 6�a��. Full
coverage coolant injection was used in this case with M*=2.0
from the showerhead, Mav=1.0 from the suction side, and
Mav=1.0 from the pressure side. The most important observation
when comparing the measured and predicted temperature profiles

Fig. 4 Comparison of experimental and superposition normal-
ized temperature ratio „�R… profiles at Position T at midspan
„z /S=0.50… for the hot streak at the stagnation line with suction
side blowing at Mav=0.7 and high mainstream turbulence „Tu
=20% …

Fig. 5 Comparison of experimental and superposition predic-
tion normalized temperature ratio „�R… profiles at Position T at
midspan „z /S=0.50…, for the hot streak at the stagnation line
with full coverage blowing and high mainstream turbulence
„Tu=20%… at „a… standard blowing ratios „M*

showerhead
=1.6,

Mav,suction=0.7, and Mav,pressure=0.6… and „b… high blowing ratios
„M*

showerhead
=2.0, Mav,suction=1.0, and Mavg,pressure=1.0…

Fig. 6 Normalized temperature ratio „�R… contours at Position
T with the hot streak at the stagnation line and high main-
stream turbulence „Tu=20% … with „a… no coolant, „b… superpo-
sition prediction of full coverage blowing at M*

showerhead
=2.0,

Mav,suction=1.0, and Mav,pressure=1.0, and „c… measured values for
full coverage blowing at M*

showerhead
=2.0, Mav,suction=1.0, and

Mav,pressure=1.0
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is that the superposition prediction gives a good representation of
the complete temperature distribution. A closer inspection of the
temperature contours reveals that the measured temperature con-
tours are more widely dispersed than the predicted temperature
contours, while the peak values of �R are slightly higher for the
prediction.

It was also possible to estimate the full coverage coolant profile
by superposition of individual region coolant profiles. As shown
in Fig. 7, superposition predicted a coolant profile peak at Position
T that was more than 20% colder than the measured profile.

Comparisons were also made under conditions of high main-
stream turbulence with coolant at low density ratio �DR=1.2�.
Here, superposition predicted higher values over the width of the
hot streak with full coverage blowing �Fig. 8�. The peak of the hot
streak was predicted to be �R=0.43, while the measured peak was
�R=0.40 �from �R=0.51 for no film cooling�. Therefore, the
measured reduction of the peak �	�R=−0.11� was about 30%
greater than predicted �	�R=−0.08�.

At low mainstream turbulence levels �Tu=3.5% �, hot streak
reduction was also possible to predict, as shown in Fig. 9. This
comparison was also made with full coverage film cooling and

may be compared with Fig. 5�b� at high turbulence. The general
shape of the profile was predicted well, but the prediction of the
reduction of the peak was not as good as under conditions of high
mainstream turbulence, as superposition predicted only about half
of the total reduction measured. However, this result shows that
superposition works over a wide range of turbulence levels, so the
prediction of profiles at other turbulence levels should also be
possible.

Predictions made further downstream of the vane at Position B
�0.34C downstream of the trailing edge� were fairly similar to
those at Position T. Figure 10 shows the results of these predic-
tions at high mainstream turbulence �Tu=20% � for showerhead
cooling only at a blowing ratio of M*=2.0. The shape of the
profile was predicted well, but the reduction in the hot streak peak
was underpredicted.

For suction side cooling at Mav=1.0, superposition predicted
more dispersion of the temperature gradient at 0.0P, while the
experimental profile showed a steeper gradient �Fig. 11�. This re-
sulted in a lower predicted peak, but higher values to the suction
side of 0.0P.

For full coverage film cooling at Position B, superposition pre-
dictions gave better estimates of the reduction in peak strength of
the hot streak compared to the trailing edge. As shown in Fig. 12,

Fig. 7 Comparison of measured coolant temperature „�R… pro-
files at Position T at midspan „z /S=0.50… for full coverage film
cooling at high blowing ratios „M*

showerhead
=2.0, Mav,suction=1.0,

and Mav,pressure=1.0… and superposition of individual region
coolant temperature „�R… profiles at the same blowing ratios
and high mainstream turbulence „Tu=20% …

Fig. 8 Comparison of experimental and superposition normal-
ized temperature ratio „�R… profiles at Position T at midspan
„z /S=0.50… for the hot streak at the stagnation line with full
coverage blowing at high blowing ratios „M*

showerhead
=2.0,

Mav,suction=1.0, and Mav,pressure=1.0… at a density ratio of DR
=1.2 and high mainstream turbulence „Tu=20% …

Fig. 9 Comparison of experimental and superposition normal-
ized temperature ratio „�R… profiles at Position T at midspan
„z /S=0.50… for the hot streak at the stagnation line with full
coverage blowing at M*

showerhead
=2.0, Mav,suction=1.0, and

Mav,pressure=1.0, low mainstream turbulence „Tu=3.5% …

Fig. 10 Comparison of experimental and superposition nor-
malized temperature ratio „�R… profiles at Position B at mid-
span „z /S=0.50… for the hot streak at the stagnation line with
showerhead blowing at M*=2.0 and high mainstream turbu-
lence „Tu=20% …
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the prediction of the hot streak peak was fairly accurate. Super-
position predicted a reduction of about 45% compared to 55%
measured. The improved predictions at Position B relative to pre-
dictions at the trailing edge may be due to the dispersion that
occurs between the trailing edge and Position B.

The superposition prediction of the temperature distribution
across the two-dimensional plane at position B is shown in Fig.
13�b� for full coverage blowing with the measured temperature
distributions in Fig. 13�c�. The hot streak contours at Position B
without coolant injection are provided as a reference �Fig. 13�a��.
Coolant injection in this case was M*=2.0 from the showerhead,
Mav=1.0 from the suction side, and Mav=1.0 from the pressure
side. Again the superposition prediction gives a good representa-
tion of the complete temperature distribution although the disper-
sion of the temperature contours is slightly less than the measured
temperature contours. The predicted peak value for the hot streak
was very similar to the measured peak value.

Prediction of Coolant From Adjacent Vanes. Although the
facility contained only one film-cooled test vane, superposition
allows the effect of coolant from adjacent vanes to be predicted.
The computed coolant profile for Position T under conditions of
high mainstream turbulence is shown in Fig. 14 for high blowing

ratios. The figure indicates the overlapping coolant profiles from
vanes to the suction and pressure sides of the test vane and the
predicted combined profile.

Figure 15 shows a superposition prediction of the effect of this
coolant profile for a hot streak centered at the stagnation line. The
comparison shows that although there was some effect on the hot
streak peak, the majority of the effect was well away from the
peak toward the edges of the hot streak. This effect would clearly
be much greater for a hot streak positioned at midpassage to either
side of the vane.

At Position B, the dispersion of coolant was much greater and a
prediction of coolant from adjacent vanes resulted in a profile that
was much flatter, as shown in Fig. 16. The combined profile had a
somewhat lower negative peak due to coolant spreading well
away from the simulated adjacent vanes toward y / P=0.0, but the
primary effect was to the edges of the profile. The enhanced levels
of cooling in the simulated profile at midpassage positions indi-

Fig. 11 Comparison of experimental and superposition nor-
malized temperature ratio „�R… profiles at Position B at mid-
span „z /S=0.50… for the hot streak at the stagnation line with
suction side blowing at Mav=1.0 and high mainstream turbu-
lence „Tu=20% …

Fig. 12 Comparison of experimental and superposition nor-
malized temperature ratio „�R… profiles in the wake at Position
B at midspan „z /S=0.50… for the hot streak at the stagnation
line with full coverage blowing at M*

showerhead
=2.0, Mav,suction

=1.0, and Mav,pressure=1.0 and high mainstream turbulence „Tu
=20% …

Fig. 13 Normalized temperature ratio „�R… contours in the
wake at Position B with the hot streak at the stagnation line and
high mainstream turbulence „Tu=20% … with „a… no coolant, „b…
superposition prediction of full coverage blowing at
M*

showerhead
=2.0, Mav,suction=1.0, and Mav,pressure=1.0, and „c…

measured values for full coverage blowing at M*
showerhead

=2.0,
Mav,suction=1.0, and Mav,pressure=1.0
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cate that the hot streak would be greatly reduced if the hot streak
were positioned at midpassage as well as at the stagnation line.

Prediction of the Ideal Hot Streak Pitch Position With Film
Cooling. Given the verification of the predictive capabilities of
superposition, this tool was used to estimate the ideal hot streak
pitch position with film cooling. An analysis was performed using
hot streak pitch position data from a paper by the same authors �9�
along with coolant profiles under conditions of high mainstream
turbulence at the trailing edge �Position T� and farther down-
stream at Position B. A coolant profile including coolant from
adjacent vanes was used in the predictions, as shown in Fig. 14
previously. A minimum hot streak peak was identified for full
coverage film cooling at Positions T and B.

Since the coolant had the strongest effect for the individual
regions and for full coverage to the suction side �see Figs. 3–5�,
superposition was expected to predict an ideal hot streak position
to the suction side of the stagnation line. This ideal hot streak
position was found to be +0.043P. With full coverage film cooling
at high blowing ratios, superposition predicted an additional re-
duction of the hot streak peak to the pressure side of a little more
than 20% compared with the hot streak at the stagnation line. A
comparison between the reduction in hot streak strength for the

hot streak positioned at 0.0P and +0.043P is shown in Fig. 17.
Both hot streak curves without coolant are shown as a reference,
while predicted values indicate that coolant interaction would re-
sult in a lower peak value for the hot streak position at +0.043P.
As shown in the figure, this is due to a change in the shape of the
resulting profile with full coverage film cooling.

An analysis was performed to determine how sensitive the hot
streak reduction was to the hot streak pitch position. The predicted
ideal hot streak pitch position is clearly shown in Fig. 18 at
+0.043P. This figure also shows the effect of hot streak pitch
position without film cooling as presented in a previous paper by
the same authors �9� for comparison. With film cooling, there was
a distinctly lower hot streak peak at +0.043P compared to all
other hot streak pitch positions even though the total predicted
reduction due to film cooling was similar for other hot streak
locations. Moving the hot streak to the pressure side away from
the ideal position resulted in a nearly linear trend of the peak
value up to a pitch position of −0.065P with a predicted peak
nearly 60% higher at �R=0.39. From this point farther to the
pressure side, the increase in predicted peak was less steep due to
the interaction of the hot streak with simulated coolant from ad-
jacent vanes. Moving the hot streak to the suction side resulted in
an increase in hot streak temperature as well, but not as great as to
the pressure side. To the suction side, the prediction of the hot

Fig. 14 Prediction of coolant profile including coolant from
adjacent vanes for full coverage at high blowing ratios
„M*

showerhead
=2.0, Mav,suction=1.0, and Mav,pressure=1.0… and high

mainstream turbulence „Tu=20% …

Fig. 15 Comparison of experimental and superposition nor-
malized temperature ratio „�R… profiles at Position T at mid-
span „z /S=0.50… for the hot streak at the stagnation line with
full coverage blowing at „M*

showerhead
=2.0, Mav,suction=1.0, and

Mav,pressure=1.0…, high mainstream turbulence „Tu=20% … includ-
ing a prediction for the reduction with coolant from adjacent
vanes

Fig. 16 Prediction of coolant profile including coolant from
adjacent vanes for full coverage at high blowing ratios
„M*

showerhead
=2.0, Mav,suction=1.0, and Mav,pressure=1.0… at Position

B and high mainstream turbulence „Tu=20% …

Fig. 17 Comparison of normalized temperature ratio „�R… pro-
files at Position T for pitch positions of 0.0P „base line… and
+0.043P „ideal… without coolant „measured… and with full cover-
age blowing at M*

showerhead
=2.0, Mav,suction=1.0, and Mav,pressure

=1.0 „predicted…
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streak peak with simulated coolant from adjacent vanes resulted in
peak values decreasing with the movement of the hot streak to-
ward midpassage. Focusing in on a range between 0.00P and
+0.10P, which surrounds the ideal predicted pitch position, the
predictions suggested that the hot streak peak temperature would
rise about 20% up to about �R=0.29 on either side of the range,
compared with �R=0.25 at +0.043P.

At Position B downstream of the trailing edge, the ideal pitch
position was slightly different, at +0.022P, as shown in Fig. 19.
This prediction also utilized a predicted coolant profile including
coolant from adjacent vanes. Due to the extensive spreading of
coolant by Position B, the peak hot streak value was reduced by
about the same amount for the full range of hot streak pitch posi-
tions. Compared with Position T, superposition predicted a small
improvement in additional reduction for the ideal pitch position at
Position B compared with y=0.0P.

Predictions of Aeroengine Scaled Hot Streak Reduction. In a
concurrent paper by the same authors �4�, coolant temperature
profiles with variations in the coolant density ratio were shown to
scale well using the normalized coolant temperature, �C. This,
along with superposition, allowed for predictions under conditions
of high mainstream turbulence �Tu=20% � of combinations of
coolant density ratio and hot streak temperature ratio unattainable
in the current facility. It was also noted that aerospecific engines

may have hot streak temperature ratios as high as T /T�=1.5.
An appropriate hot streak profile at the trailing edge was calcu-

lated by scaling measured values at T0,HS /T�=1.09 to a tempera-
ture ratio of T0,p /T�=1.5. As such, the shape of the hot streak at
the trailing edge was assumed to be invariant with upstream tem-
perature ratio. This assumption is substantiated by looking at nu-
merical simulations by Dorney et al. �8� who investigated the
effect of the hot streak temperature ratio for a range of
T /T�=1.5–2.5. Increasing the temperature ratio from T /T�=1.5
to 2.0 was found to have very little effect on the predicted kine-
matics of the hot streak, so it is unlikely that the hot streak shape
would be significantly different between hot streak temperature
ratios of T /T�=1.09 and 1.5.

For an aeroengine, density ratios tend to be somewhat higher as
well. Using experimental coolant profile data in terms of the nor-
malized coolant temperature, �C, a profile in terms of �R with a
density ratio of DR=2.0 was computed. Superposition of these
results with the predicted hot streak profile estimated the probable
effect of full coverage film cooling at high blowing ratios for
aeroengine specific conditions of T0,p /T�=1.5 and a density ratio
of DR=2.0. In Fig. 20, it is clear that the hot streak would be
reduced much less for aerospecific engine conditions than ground-
based engine conditions. These predictions suggest that the hot
streak peak would be reduced by about 10% compared with no
film cooling. For an estimated peak turbine inlet temperature of
1900 K �10�, this translates into nearly a 40°C drop in peak fluid
temperature. Since the fluid temperature field has a strong influ-
ence on the surface temperatures of the downstream components,
and the life of a component has been shown to double with a
surface temperature decrease of only 50°C, this fluid temperature
reduction is significant. The fluid temperature reduction predicted
is much less than the nearly 40% reduction with ground-based
engine representative conditions but indicates that film cooling
could still assist in hot streak reduction for aeroapplications.

Conclusions
Superposition of coolant profiles and hot streak profiles was

compared with measured data to evaluate the capability of addi-
tive superposition in predicting hot streak reduction due to film
cooling. This method was used to predict other combinations of
hot streak temperatures and coolant density ratios not attainable in
the current facility.

This method proved to be fairly capable of predicting film-
cooled hot streak profiles. Errors in predicting the peak of the

Fig. 18 Peak hot streak temperature ratio „�R… predictions
versus hot streak pitch position at Position T for full coverage
film cooling at M*

showerhead
=2.0, Mav,suction=1.0, and Mav,pressure

=1.0, including adjacent vane overlap predictions

Fig. 19 Peak hot streak temperature ratio „�R… predictions vs
hot streak pitch position at Position B for full coverage film
cooling at M*

showerhead
=2.0, Mav,suction=1.0, and Mav,pressure=1.0

Fig. 20 Comparison of normalized temperature ratio „�R… pro-
files at Position T at midspan „z /S=0.50… for the hot streak at a
simulated temperature ratio of T /T�=1.5 at the stagnation line
without cooling and with full coverage blowing at a simulated
coolant density ratio of DR=2.0 at M*

showerhead
=2.0, Mav,suction

=1.0, and Mav,pressure=1.0 and high mainstream turbulence „Tu
=20% …
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cooled hot streak were generally below 20%, with some much
lower. The predictive capacity of the superposition method was
also used to determine the ideal pitch position of the hot streak
relative to the stagnation line of the vane. This predicted position
was just to the suction side with full coverage film cooling, with a
predicted additional reduction in the hot streak peak temperature
of about 20%. The same ideal hot streak pitch position was pre-
dicted at Position B for full coverage film cooling, and additional
reductions due to the pitch position were predicted to be on the
order of about 10%. However, the nature of errors in using super-
position at Position B shown earlier makes it unclear how much
improvement would be realized. Superposition was also used to
predict the effect of film cooling for aerospecific engine condi-
tions. These predictions indicated that film cooling would reduce
the hot streak by about 10% compared with no film cooling. As
such, the coolant would be less effective at reducing the hot streak
under these conditions, but could reduce the peak fluid tempera-
tures by as much as 40°C, possibly increasing the life of some
components.
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Nomenclature
C 
 vane chord length, 594 mm
d 
 film cooling hole diameter, 4.11 mm

DR 
 density ratio of coolant to mainstream, �c /��

k 
 thermal conductivity
M 
 blowing ratio for the suction and pressure

sides, where U� is the local freestream veloc-
ity at the hole location, �cUc /��U�

M* 
 blowing ratio for the showerhead region,
where U0 is the approach velocity to the vane,
�cUc /�0U0

p 
 film cooling hole pitch in the spanwise
direction

P 
 pitch between vanes, 460 mm
S 
 span length of vane, 550 mm
s 
 surface length from the leading edge stagnation

line
Tij 
 fluid temperature at a point in the flow

T0,HS 
 upstream peak hot streak temperature at the
reference location, Position A

T� 
 mainstream temperature
Tu 
 turbulence intensity, urms /U�100%
U0 
 approach velocity to the vane
U� 
 local freestream velocity

y 
 flow normal coordinate originating at the trail-
ing edge �positive for the suction side of the
test vane; negative for the pressure side of the
test vane�

z 
 spanwise coordinate

Greek Symbols
� 
 injection angle with respect to the surface

plane
� 
 streamwise injection angle
� 
 density

� f 
 turbulence integral length scale
�C 
 normalized coolant temperature ratio,

�Tij −T�� / �T�−T0,C�
�R 
 normalized hot streak temperature ratio,

�Tij −T�� / �T0,HS−T��

Subscripts
C 
 coolant

HS 
 hot streak value
p 
 predicted value
R 
 normalized

SP 
 superposition result
� 
 mainstream
0 
 approach condition

Superscripts
* 
 showerhead �blowing ratio�
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Prediction of Film Cooling and
Heat Transfer on a Rotating Blade
Platform With Stator-Rotor Purge
and Discrete Film-Hole Flows in a
1- 1

2 Turbine Stage
Numerical simulations were performed to predict the film cooling effectiveness and heat
transfer coefficient distributions on a rotating blade platform with stator-rotor purge flow
and downstream discrete film-hole flows in a 1- 1

2 turbine stage using a Reynolds stress
turbulence model together with a nonequilibrium wall function. Simulations were carried
out with sliding mesh for the rotor under three rotating speeds (2000 rpm, 2550 rpm, and
3000 rpm) to investigate the effects of rotation and stator-rotor interaction on the rotor
blade-platform purge flow cooling and discrete-hole film cooling and heat transfer. The
adiabatic film cooling effectiveness and heat transfer coefficients were calculated using
the adiabatic wall temperatures with and without coolant to examine the true coolant
protection excluding the effect of turbine work process. The stator-rotor interaction
strongly impacts the purge slot film cooling and heat transfer at the platform leading
portion while only slightly affects the downstream discrete-hole film cooling near the
platform trailing portion. In addition, the effect of turbine work process on the film
cooling effectiveness and the associated heat transfer coefficients have been reported.
�DOI: 10.1115/1.3068325�

1 Introduction
The inlet temperature of a modern gas turbine has continually

increased to achieve high thrust power and high thermal effi-
ciency. Most often, the film cooling needs to be applied on the
platform to protect the material from high heat load. Platform film
cooling has gained significant attention due to the usage of low-
aspect ratio and low-solidity turbine designs. Film cooling effec-
tiveness and the associated heat transfer are strongly influenced by
the stator-rotor interactions. A turbine stage consists of one row of
nozzle guide vanes �i.e., stators� and one row of rotating blades
called rotors, and transfers the gas total energy into rotating me-
chanical work. Although the film cooling slightly increases the
heat transfer coefficient, the driving temperature difference �Taw

−Tw� is reduced significantly; therefore, the overall heat load de-
creases.

Han et al. �1� provided a detailed review of advanced cooling
techniques for the turbine blade. Harasgama and Burton �2,3� re-
ported heat transfer measurements on film-cooled endwalls of an
annular cascade of turbine nozzle guide vanes, and they found that
the Nusselt number gradually increases from the leading edge to
the trailing edge on the endwall. Friedrichs et al. �4� presented
adiabatic film cooling effectiveness distributions on the endwall of
a large scale low speed linear turbine cascade using the ammonia-
diazo technique. They found that the horseshoe vortex from the
pressure side moving across the passage pushes most of the cool-

ant from the middle of the passage toward the suction surface.
Recently, Roy et al. �5� used experimental and numerical methods
to study the flow and heat transfer on the vane hub. They found
that the flow field predicted by the FLUENT computational fluid
dynamics �CFD� code is in good agreement with the experimental
data. Burd and Simon �6,7� experimentally studied the effects of
slot bleed injection on a contoured endwall of nozzle guide vane
and found that the coolant accumulates near the suction surface
for the low bleed flow rate. Radomsky and Thole �8� employed
laser Doppler velocimeter �LDV� and infrared �IR� camera to
study the effect of turbulence intensity on the endwall heat trans-
fer. They concluded that the leading edge horseshoe vortices are
similar for low and high turbulence intensity conditions, and the
high turbulence intensity produces high St number. Lin and Shih
�9� used CFL3D �version 5� code with the shear-stress-transport
�SST� k-� turbulence model to study the gap leakage flow on
contouring endwall. They found that all types of the contour end-
walls will reduce the secondary flow, but only the through blade
contour endwall increases the film cooling effectiveness. Nicklas
�10� used an IR camera to study the film-cooled turbine endwall in
a transonic cascade and suggested to shift the slot upstream of the
rotor leading edge to avoid increasing the horseshoe vortex. Knost
and Thole �11� used the FLUENT CFD code to predict the endwall
film cooling for a first-stage vane and indicated that the superpo-
sition overpredicts the film cooling effectiveness along the end-
wall for the combined endwall film cooling and slot cooling con-
figurations. Zhang and Moon �12� used the pressure sensitive
paint �PSP� technique to study the effect of back-facing step on
the endwall film cooling and found that the back-facing step
causes an unstable boundary layer and damages the film coverage.
Han and Goldstein �13� used mass transfer technique to study the
leading edge fillet effect on the endwall heat transfer and summa-
rized that the fillet significantly reduces the horseshoe vortex for
the low turbulence intensity conditions but increases the leading
edge corner vortices. Cardwell et al. �14� measured the endwall
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film cooling adiabatic effectiveness with realistic features includ-
ing a combustor to turbine interface gap, a vane to vane midpas-
sage gap, and a platform misalignment and surface roughness.

Recently, Yang et al. �15� numerically investigated the film
cooling produced by slot purge flow on the rotating platform in a
1- 1

2 turbine stage, which is closer to the real engine working con-
ditions compared with other studies. They concluded that the
stator-rotor interaction yields unsteady film cooling and heat
transfer, and the cooling effectiveness increase with increasing
rpm until the rotating speed reaches the best performance point.
They calculated both the overall and adiabatic film cooling effec-
tiveness and heat transfer coefficients and demonstrated that the
turbine work process has a strong impact on the film cooling and
heat transfer patterns inside the turbine stage. Suryanarayanan
et al. �16� employed the PSP technique to measure the film cool-
ing on the rotating platform in a complete turbine stage. PSP is a
mass transfer technique, which eliminates the heat conduction er-
ror near the film holes and the turbine work effect in the measure-
ment of film cooling effectiveness. They found that the film cool-
ing effectiveness on the rotating blade platform increases with
increasing coolant purge rate. In addition, increasing rpm also
enhanced the film cooling effectiveness for the range of rotating
speeds �1500 rpm, 2000 rpm, and 2550 rpm� considered in their
study. Until now, very few researchers reported in the literature
the effect of stator-rotor interaction on detailed film cooling effec-
tiveness and heat transfer coefficients of the purge slot and dis-
crete holes on the rotating platform in a complete turbine stage. In
the present study, numerical simulations were performed to inves-
tigate the detailed unsteady film cooling and heat transfer on the
rotating platform in a 1- 1

2 turbine stage with combined stator-rotor
purge flow and downstream discrete-hole film cooling under vari-
ous working conditions. The geometry considered in the present
numerical simulations is similar to the turbine stage studied ex-
perimentally by Suryanarayanan et al. �17�.

2 Computational Details
The present three-dimensional calculations were carried out for

a 1- 1
2 turbine stage, which includes the first-stage stator �stator 1�,

the first-stage rotor �rotor�, and the second-stage stator �stator 2�,
as shown in Fig. 1. There are two different film cooling configu-
rations on the rotating platform; one is the purge slot on the rotor
leading edge and the other consists of nine discrete film holes on
the platform trailing portion. For the purge slot cooling, the film
coolant enters the disk cavity of the first-stage stator and purges
through the inclined slot in the hub junction between the first-
stage stator and the rotor, as shown in Fig. 1�a�. For discrete-hole
film cooling, the coolant flows into a plenum and discharges
though nine tubes with compound angle to the platform trailing
portion. In Fig. 1�a�, the portions outlined in gray are nonrotating
domains, which include stator 1, disk cavity of stator 1, and stator
2, while the black represents the rotating domains such as the
rotor and its disk cavity, coolant plenum, and nine connecting
tubes for discharge of coolant jets. The axial width of the slot is 7
mm with 25 deg inclined angle to the rotor platform. The slot
length is 16.5 mm and the slot bottom is connected to both the
stator 1 and the rotor disk cavity. The length of the disk cavity for
stator 1 is 25.4 mm �1 in.�, and 12.7 mm �0.5 in.� for the rotor. The
height of the disk cavity is 144.8 mm �5.7 in.�. A matrix of nine
discrete compound angled coolant holes of 1 mm in diameter is
placed on the rotor platform at about 50% downstream of the
blade passage. The pitch to diameter ratio for the discrete holes is
approximately 5 and the compound angles for all nine holes were
given in Ref. �17�. Figure 1�b� shows the surface grids for stators,
rotor, platform, and disk cavity. Calculations were performed for
one row of stators and rotor passages with periodic boundary con-
ditions in the circumferential direction, as shown in Fig. 1�a�, but
the numerical grids were repeated in Fig. 1�b� to provide a clear
view of the blade passage. Only the rotor platform �indicated in
Fig. 1�b�� is film cooled in the present study. The blade height is

63.5 mm �2.5 in.�, the root diameter is 558.8 mm �22 in.�, and the
shroud diameter is 685.8 mm �27 in.�. Both the stator and rotor
blades are two dimensional with the same blade profiles in the
spanwise direction. The present blade profiles are exactly the
same as the experimental blades used by Suryanarayanan et al.
�16�. In their experiment, there were 58 first-stage stator blades,
46 rotor blades, and 52 second-stage stator blades. To simulate the
experimental conditions exactly, it is necessary to use 29 first-
stage stator blades, 23 rotor blades, and 26 s-stage stator blades
with periodic boundary conditions along the circumferential direc-
tion. In order to significantly reduce the computer memory and
CPU time requirements, it is desirable to use the same number of
blades for both the rotor and stators in the present 1- 1

2 turbine
stage. This enables us to simulate only one flow passage with
periodic boundary conditions in the circumferential direction.
Since this paper focuses on the film cooling on the rotor platform,
it is reasonable to simplify the turbine stage by using 46 blades for
both the first- and second-stage stators while maintaining the cor-
rect number of rotor blades, as shown in Fig. 1�b�. Additional
information of the turbine rig and the two-dimensional blades can
be found in Refs. �18,19�.

The simulations were performed using the CFD software pack-

Fig. 1 „a… Computational domain of purge slot and discrete
holes film-cooled platform in a 1-1

2 turbine stage and „b… nu-
merical grids „repeated two times…
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age FLUENT �version 6.2� �20�. The solutions were obtained by
solving the compressible Reynolds-averaged Navier–Stokes
�RANS� equations together with a Reynolds stress model �RSM�
using a finite volume method to discretize the continuity, momen-
tum, and energy equations. The GAMBIT software with Turbo func-
tion was used to generate the unstructured hexahedral grids. The
computational domain consists of fluid around the first-stage sta-
tor and its disk cavity, film-cooled rotor platform with its leading
edge disk cavity, trailing portion discrete holes and coolant ple-
num, and the second-stage stator. The computational domain is
mostly composed of the hexahedral cells, which gives higher nu-
merical accuracy for the same number of cells. A sliding mesh
was used in conjunction with an interface technique to facilitate
the information exchange between the stators and rotor domains.
Relatively coarse grids were used for the majority of the 1- 1

2
turbine stage, while the angled purge slot, the discrete film holes,
the platform of rotor, and the boundary layer of the stator and
rotor blades were covered with much finer grids to provide accu-
rate resolution of the film cooling effectiveness and heat transfer.
The total number of grid cells used is about 2.4�10+6. Nonequi-
librium wall function based on the two-layer concept is adopted to
compute the kinetic energy equations in the wall-neighboring
cells. It provides better representation of the near-wall flow than
the standard wall function, and is more appropriate for complex
three-dimensional flow involving separations. Our previous stud-
ies �21,22� show that the nonequilibrium wall function provides
good prediction of heat transfer coefficients while overpredicts the
film cooling effectiveness. In the present study, the y�

=�C�
1/4kp

1/2yp /� value of near-wall cells falls between 30 and 100
for most of the regions, where k is the turbulent kinetic energy
and the subscript p denotes the near-wall grid point. The geometry
and detailed numerical grids around the purge slot, nine discrete
film holes, and rotor platform are shown in Fig. 2.

Calculations were performed for three different rotating speeds
of 2000 rpm, 2550 rpm, and 3000 rpm, where 2550 rpm is the
design condition while 3000 rpm is the best performance point for
the highest turbine efficiency for the test rig considered in the
present study. Note that the design rpm is lower than the best
performance rpm in this test rig. The inlet total and exit static
pressures of the turbine stage are Pin=101,356 Pa and Pex
=85 kPa, respectively, with a pressure ratio of 1.19. At the inlet
of the first-stage stator, the total temperature �323 K� and turbu-
lence intensity �5%� are specified with an inlet flow angle of 0
deg.

The absolute velocity at the stator 1 inlet is about 30 m/s. The
coolant temperature is 300 K for both the purge slot flow and the
discrete-hole film cooling, which is identical to the experimental
conditions. The amount of coolant entering the purge slot and
discrete holes were specified independently to achieve the desir-
able local blowing ratios for purge flow and coolant jets. For the
purge slot, the overall coolant mass flow rate is MFR=1% of
mainstream flow, which corresponds to a local blowing ratio of
M =0.184. For the discrete holes film cooling, the blowing ratio
based on the rotor exiting velocity is M =1.

In this paper, three sets of calculations with different thermal
boundary conditions were performed to evaluate the adiabatic film
cooling effectiveness �aw= �Taw,0−Taw,f� / �Taw,0−Tt,c� and the heat
transfer coefficient haw=qw / �Tw−Taw,0�. The haw is based on the
adiabatic wall temperature. For the calculation of Taw,f, the turbine
inlet total temperature is specified at Tt,�=323 K and the coolant
total temperature is Tt,c=300 K. The adiabatic wall boundary
condition is used for the platform and blade surfaces to obtain
Taw,f. It should be noted that Taw,f includes not only the effects of
film cooling but also the temperature decrease due to the turbine
work process. In order to determine the true film cooling effec-
tiveness �aw without the complication caused by turbine work
process, it is necessary to calculate another adiabatic wall tem-
perature Taw,0 for the same configurations in the absence of film
coolant injection. This enables us to obtain the true effect of cool-
ant protection by comparing the temperature differences between
the two cases with and without the presence of the coolant. For
the calculation of heat transfer coefficient, the coolant total tem-
perature is kept the same as the turbine inlet total temperature of
323 K, while the wall temperature is fixed as 300 K to evaluate
the heat flux qw� . The heat transfer coefficient is calculated from
haw=qw� / �Tw−Taw,0�, which depends only on the turbine flow con-
dition but not the turbine work process. For completeness, the
overall heat transfer coefficient h=qw� / �Tw−Tt,�� is also given in
this paper to quantify the effects of turbine work process.

At the initial stage of each simulation, the rotor rotates with a
rather large time increment of 100 time steps per revolution for
ten revolutions. This enables us to quickly build up the swirling
flow inside the disk cavity and purge slot. However, this time
increment is too large to resolve the detailed blade-to-blade flow
since the rotor moves through the wakes of 46 first-stage stator
blades in one complete revolution. After the swirling flow inside
the disk cavity is fully established in ten revolutions, the time
increment was reduced drastically to provide accurate resolution
of the blade-to-blade flow induced by stator-rotor interactions.
Based on our previous study �15� for cavity purge flow, a much
smaller time increment with 100 time steps per passing period was
used for accurate resolution of the stator-rotor interactions. Here,
the passing period T is defined as the time it takes the rotor to
move from one stator row to another. To achieve good periodic
results for the blade passage flow, simulations were performed for
ten passing periods and the numerical results were recorded and
analyzed once every 25 time steps �i.e., every 1

4 passing period�.
In Secs. 3–6, the numerical results at four different time phases
with t /T=9 1

4 ,9 1
2 ,9 3

4 , and 10 will be presented. The present simu-
lations are computationally intensive since they involve unsteady
three-dimensional flow sliding rotor mesh, and about 2.4�10+6

cells. Each simulation was performed using the parallel version of
FLUENT on two processors, and requires about one month of CPU
time on the SGI Altix 3700 supercomputer at Texas A&M Uni-
versity. A total of nine simulations were performed to determine
the adiabatic wall temperature, film cooling effectiveness, and
heat transfer coefficients for three different rotating speeds of
2000 rpm, 2550 rpm, and 3000 rpm, respectively.

3 Flow Structure Study
Figure 3 shows a vertical cross section and the corresponding

streamlines and dimensionless temperature ��� contours for the

Fig. 2 Detailed grid distributions of the platform purge slot
and discrete film holes on the rotating platform
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purged coolant slot. Due to the rotation of the rotor blade, a swirl-
ing flow is induced inside the disk cavity. The swirling coolant is
pushed �purged� out of the disk cavity through the inclined cool-
ant slot into the rotor blade passage at a prescribed mass flow rate
of MFR=1%. It is seen that there is a small recirculation region
near the slot entrance due to the sharp turn. In addition, a small
portion of the mainstream flow in the blade passage is entrained
into the coolant slot as seen from the relatively high temperature
�low dimensionless temperature �� fluid near the slot exit. It
should also be remarked that the coolant flow in the slot is highly
three dimensional �not shown in the figure� with significant varia-
tions in the circumferential directions.

Figure 4 shows the conceptual rotor velocity diagram, inlet ve-
locity triangle, and outlet velocity. The previous studies �21,22�
show that the rotor inlet absolute velocity V2 is nearly constant
since it depends primarily on the turbine inlet/outlet pressure ratio,
while rotor relative velocity W2 varies significantly with the rotat-
ing speed U2. When the rotating speed U2 increases from the
low-rpm condition to the intermediate-rpm, and then to the high-
rpm condition, the flow angle ��2� of the relative velocity W2
changes correspondingly. Consequently, the stagnation points on
the rotor leading portion shifts gradually from the pressure side
�denoted by the dashed line� to the suction side �solid line�, and
the incident flow angle changes significantly, as shown in the
middle of Fig. 4�a�. It should also be noted that the rotor relative
exit flow angle is nearly independent of the rotating speed, since it
is determined mainly by the rotor blade profile.

Figure 4�b� compares the predicted rotor relative velocity on an
annular �constant-radius� cross section, which is located at 1% of
the blade span above the hub and parallel to the platform. The
lowest velocity magnitude region denotes the stagnation point of
the rotor leading edge. For the low rotating speed �2000 rpm�
condition, the stagnation point �lowest velocity region� was ob-
served on the pressure side of the leading edge. The stagnation
point gradually shifts from the pressure side to the blade leading
edge with increasing rotating speed to 2550 rpm. When the rotat-
ing speed further increases to 3000 rpm, the stagnation point
moves to the suction side, and the incident angle becomes nega-
tive, as noted in Fig. 4�a�. It is interesting to note that the relative
velocity decreases with increasing rpm, especially in the trailing
portion, because the high rotating speed rotor extract more energy
from the gas.

Figure 5 shows the streamlines and dimensionless temperature
��� contours on two annular cross sections located at 1% and 2%
of the blade span to provide a detailed description of the flow and

film cooling characteristics under various rotating conditions. It
should be noted that the dimensionless temperature � is defined in
the same way as the adiabatic film cooling effectiveness �aw.
Therefore, the dimensionless temperature is identical to the adia-
batic cooling effectiveness on the platform surface. The arrow
with double solid line denotes the incident flow angle of rotor
relative velocity under the design condition, while the dashed line
indicates the relative inflow direction for the low rpm, and the
single solid line for the high-rpm conditions. The denotations are
the same as those shown earlier in Fig. 4. The coolant from the
purge slot is strongly affected by the rotation and the coolant
traces can be clearly detected by the high values of dimensionless
temperature � near the leading portion of the rotor blade. For the
low rotating speed of 2000 rpm, the dividing streamline impinges
on the leading edge pressure side with a positive inflow angle. The
coolant flow structure is rather complex due to the influence of
horseshoe vortices. At the design condition 2550 rpm, the stagna-
tion point shifts to the leading edge and the coolant purge flow is
driven from the pressure side to the suction side. For the high
rotation condition of 3000 rpm, the rotor inlet relative velocity
directs to the suction side of the leading edge with a negative
angle of attack and the coolant penetration is significantly weaker
comparing to the design condition. It is clearly seen that the de-
sign condition produces the highest dimensionless temperature
around the rotor leading edge since the platform purge slot coolant
impinges directly on the leading edge.

In general, the dimensionless temperatures at 1% cross section
are higher than those observed at 2% cross section since the
purged coolant flow is confined to a fairly thin layer above the
platform. It is also worthwhile to note that the temperature con-
tours at 1% and 2% annular cross sections are not significantly
affected by the discrete-hole coolant jets since the coolant mass
flow rate from each film hole is considerably smaller than the
mass flow rate from the purge slot.

Figure 6 shows a comparison of the static pressure contours
around the rotor blade hub region with and without platform purge
flow. For the blade without purge flow shown in Fig. 6�a�, high
pressure is confined to pressure side while a low static pressure
region exists on the suction side rotor region. For the rotor blade
with platform purge flow shown in Fig. 6�b�, the high pressure
region extends from the pressure side to the suction side due to the
impingement of purged coolant flow on the blade leading edge. It
can also be clearly seen that the effect of the purged coolant is
confined to the root region of the rotor blade.

For completeness, the three-dimensional coolant flow structures

Fig. 3 „a… Vertical cross section and „b… corresponding dimensionless temperature con-
tours and streamlines, 2550 rpm, MFR=1%
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in the rotor blade passage and the associated adiabatic film cool-
ing effectiveness contours on the platform are also plotted in Fig.
7 to provide more detailed understanding of the coolant flow and
heat transfer characteristics at various rotating speeds. It should be
noted that the streamlines in the rotor inlet region shown in Fig.
7�a� are plotted in rotating reference frame using the relative ve-
locity, while the absolute velocity is used for streamlines in the
outlet sections shown in Fig. 7�b�. For the purge slot coolant flow
structure in Fig. 7�a�, the coolant accumulates on the blade suction
side with very little protection of the pressure side of the rotor
platform except in the leading edge region. The coolant traces
diminish gradually downstream of the purge slot and vanish com-
pletely toward the trailing portion after mixing with the main-
stream flow. In the midchord region �i.e., third cross section from
the blade leading edge�, the purged coolant flow is driven by the
blade passage vortex from the pressure side toward the suction
side, leaving the pressure side of the platform unprotected. For the
2000 rpm condition, a pair of horseshoe vortices is clearly visible
in the blade root region and the suction side vortex is much stron-
ger than that on the pressure side. With increasing rotation speed,
the strength of the suction side horseshoe vortex reduces quickly
and the pressure side vortex disappeared completely. For the de-
sign condition at 2550 rpm, the mainstream flow impinges directly
on the rotor leading edge. Consequently, the coolant from the
purge slot accumulates around the blade leading edge region.

When the rotating speed is further increased to the best perfor-
mance point at 3000 rpm, the horseshoe vortex is very weak and
the coolant is pushed away from the suction side root region into
the middle section of the rotor blade passage.

Figure 7�b� shows the downstream coolant flow structures and
the corresponding adiabatic film cooling effectiveness distribu-
tions. The streamlines are plotted using the tangential components
of the absolute velocity at each cross section. It is interesting to
note that there are two distinctive coolant strips on the rotor suc-
tion side. The upper coolant strip is produced by the platform
purge slot, while the bottom one along the blade-platform junction
is produced by the discrete-hole coolant jets. The coolant from the
platform purge slot covers a fairly wide section of the blade suc-
tion side up to about 25% of the blade span but provides very
limited coverage for the pressure side of the platform, as noted
earlier in Fig. 7�a�. On the other hand, the discrete-hole coolant
jets protect a wide region of the platform passage but provide very
limited protection of the blade suction along the blade-platform
junction. It is worthwhile to note that the passage vortex develops
from the midchord portion to the trailing portion with increasing
rpm.

4 Adiabatic Film Cooling Effectiveness Study
Figure 8 shows detailed comparisons of the instantaneous adia-

batic film cooling effectiveness at four time phases for various

Fig. 4 „a… Conceptual rotor inlet velocity triangle and „b… predicted rotor relative velocity for various working
conditions
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rotating speeds. In general, the film cooling effectiveness de-
creases along the flow direction due to the mixing of the coolant
with the mainstream in turbine blade passage. The purge slot film
cooling is strongly affected by the stator-rotor interactions in the
leading edge region, while the discrete-hole film cooling is not
significantly influenced by the unsteady intensity of the stator
wake flow. As mentioned earlier in Fig. 7, the coolant from purge
slot is driven by the blade passage vortex away from the pressure
side and accumulates on the suction side. Consequently, most of
the coolant coverage is confined to a curved triangular region
adjacent to the blade suction side with diminishing protection for
the blade pressure side in the midchord and downstream areas.

For the low-rpm case at 2000 rpm, the slot coolant is pushed away
from the suction side by the positive incident flow angle. The film
cooling effectiveness fluctuates significantly among four different
time phases in the leading edge region due to the strong stator-
rotor interactions. The effects of stator-rotor interaction reduce
rapidly in the midchord and downstream regions. Therefore, the
discrete-hole film cooling tends to be more stable with relatively
small fluctuations. For the intermediate rotating speed of 2550
rpm, the purge slot coolant impinges directly on the rotor leading
edge and produces a high level of adiabatic film cooling effective-
ness around the leading edge and spread out over a fairly wide
area. In addition, the film cooling effectiveness is highly unsteady
around the blade leading edge region due to the strong stator-rotor
interactions. However, the film cooling effectiveness and unsteady
intensity of the purge flow diminishes rather quickly in the rotor
blade passage. Therefore, it is desirable to place the discrete holes
in the midchord region in order to provide necessary protection of
the platform surface in the midchord and trailing edge regions.
For the high rotating condition at 3000 rpm, the purge slot coolant
spreads more uniformly across the blade passage with a decrease
in the peak value of film cooling effectiveness, but the overall

Fig. 5 Comparison of streamlines and dimensionless tem-
perature „�… contours on the annular cross sections for various
rotating speeds, time phase 1

4

Fig. 6 Comparison of static pressure contours on the rotor blade hub region: „a… without platform
purge flow and „b… with platform purge flow; 2550 rpm, time phase 1

4, MFR=1%

Fig. 7 Coolant flow structures for „a… purge slot at leading por-
tion based on the rotor relative velocity and „b… discrete holes
at trailing portion based on the rotor absolute velocity
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adiabatic film cooling effectiveness level is somewhat higher
compared to the design condition. The reduction in platform purge
flow cooling effectiveness may be attributed to �1� shift of the
stagnation point to suction side and �2� stronger wake effect of the
first-stage stator.

Figure 9 shows the laterally averaged cooling effectiveness and
unsteady intensity on the rotating platform for various rotating
speeds with a purge flow rate MFR=1% and discrete holes blow-
ing ratio M =1. In the upstream section of the blade passage �0
	X /Cx	0.5�, the film cooling effectiveness decreases along the
turbine passage due to the mixing of purged coolant with main-
stream flow. With increasing rotating speed, the purge slot cooling
effectiveness increases slightly because high rpm decreases the
rotor relative velocity and reduce the strength of the horseshoe
vortex. At the trailing portion �0.5	X /Cx	1�, the cooling effec-
tiveness varies in a sawtooth pattern due to the superposition of
staggered coolant jets from the nine discrete holes. It is further
noted that the laterally averaged film cooling effectiveness at the
design condition is somewhat lower than those observed for the
2000 rpm and 3000 rpm conditions. This can be attributed to the
rapid decay of the film cooling effectiveness for purge slot flow at
2550 rpm as noted earlier in Fig. 8.

Figure 9�b� shows the instantaneous and time-averaged adia-

batic cooling effectiveness for the design condition with slot mass
flow ratio MFR=1% and discrete-hole blowing ratio M =1. It is
clearly seen that the fluctuation of cooling effectiveness increases
from the leading edge and reaches the peak value at 20% of the
blade axial chord length �i.e., X /Cx=0.2�, and then decreases to-
ward the trailing edge since the effect of stator-rotor interaction
diminishes rapidly after the midchord section. The film cooling
effectiveness pattern due to the discrete-hole coolant jets is fairly
steady with relatively small fluctuations. In order to quantify the
level of unsteady fluctuations, we evaluate the unsteady intensity
of the film cooling effectiveness using the following definition:

Tu� =� 1

N�
i=1

N

��i − �̄�2/�̄

where �i is the cooling effectiveness for time step i and �̄ is the
averaged cooling effectiveness over N time steps. Figure 9�c�
shows the comparison of cooling effectiveness unsteady intensity
for various rotating speeds. In general, the purge slot film cooling
shows a high level of unsteady intensity for all the rotating speeds
over the first half of the rotor blade passage due to strong rotor-
stator interactions at the rotor inlet. In the midchord and trailing
edge regions, the discrete-hole coolant jets produce high film

Fig. 8 Comparison of adiabatic film cooling effectiveness on the rotating blade platform for various
rotating speeds, platform purge slot MFR=1%, discrete film holes M=1
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cooling effectiveness but the corresponding unsteady intensity is
relatively low since the influence of stator-rotor interactions di-
minishes rapidly downstream of the midchord section.

Figure 10 shows a comparison of the measured �17� and calcu-
lated adiabatic cooling effectiveness for 2550 rpm and 3000 rpm,
respectively, with a purge flow rate MFR=1% and discrete holes
blowing ratio M =1. Please be noted that the normal slot width for
the current study is 3 mm; however, it is 2.3 mm in the measure-
ment by Suryanarayanan et al. �17�. Therefore, the low blowing
ratio for the purge flow in the prediction is about 23% lower than
the experiment. The predicted film cooling effectiveness patterns
are in reasonably good agreement with the corresponding mea-
surement, but the discrete-hole film cooling effectiveness is some-
what overpredicted. Both the simulation and experiment indicate
that the purge slot cooling covers the leading portion of the rotor
platform and the purged coolant tends to accumulate on the suc-
tion side with diminishing coverage of the pressure side beyond
25% of the axial chord length. Both the measurement and predic-
tion show that the passage vortex drives cooling traces from dis-
crete holes from the pressure side to the suction side. Although the
purge slot film cooling MFR is 1%, the corresponding local blow-
ing ratio �M� is only 0.184, which is far below the blowing ratio

for discrete holes film cooling of M =1. Therefore, the simulation
predicted higher local cooling effectiveness downstream of the
discrete holes than that of the purge slot, which is confirmed by
the experimental data. However, the predicted discrete-hole film
cooling effectiveness levels are considerably higher than the cor-
responding measurements. The measured film cooling effective-
ness reduces slightly when the rotating speed increases from 2550
rpm to 3000 rpm. The simulation also shows a reduction in purge
slot cooling effectiveness at the rotor inlet at 3000 rpm, but the
laterally averaged effectiveness increases significantly in the mid-
chord and downstream regions, as shown earlier in Fig. 9�a�.

5 Adiabatic Heat Transfer Study
Figure 11 shows the heat transfer coefficients, based on the

adiabatic wall temperature, haw=qw / �Tw−Taw,0�, on the rotor plat-
form at four time phases for three rotating speeds. The high heat
transfer coefficient region develops from the leading portion pres-
sure side and increases along the mainstream flow direction to-
ward the trailing edge due to the flow acceleration in the rotor
passage, which is confirmed by the experiment studies of Haras-
gama and Burton �2,3�. Downstream of the rotor trailing edge, the
heat transfer coefficient decreases due to the deceleration of main-
stream flow in the rotor wake region. The heat transfer coefficient

Fig. 9 „a… Laterally averaged adiabatic cooling effectiveness
for various rotating speeds. „b… Instantaneous and time aver-
aged adiabatic film cooling effectiveness for 2550 rpm. „c… Lat-
erally averaged unsteady intensity of adiabatic cooling effec-
tiveness for various rotating speeds, with platform purge slot
MFR=1%, discrete film holes M=1.

Fig. 10 Comparison of adiabatic film cooling effectiveness on
the rotating blade platform between experiment †17‡ and simu-
lation for 2550 rpm and 3000 rpm, purge slot MFR=1%, discrete
holes M=1
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is also low in the leading edge region because purge slot coolant is
slower than the mainstream flow and acts as a blockage to reduce
the heat transfer coefficient. Similarly, the heat transfer coefficient
also decreases downstream of the discrete-hole coolant jets since
the blowing ratio �M =1� for the coolant jets is defined based on
the rotor exit velocity, which is lower than the mainstream veloc-
ity in the midchord region where the discrete holes are located.

As noted earlier in Fig. 4�b�, the rotor relative velocities de-
creases with increasing rotating speed for the fixed inlet/outlet
pressure ratio considered in the present study. It is clearly seen
that the heat transfer coefficient is quite high for 2000 rpm case
due to high rotor relative velocity. When the rotating speed was
increased to 2550 rpm and then to 3000 rpm, the heat transfer
coefficients decrease sharply since the rotor relative velocities are
significantly lower for high-rpm conditions. Similar to the adia-
batic film cooling effectiveness, the heat transfer coefficients also
fluctuate significantly among four different time phases. In gen-
eral, the unsteady intensity of heat transfer coefficient is high in
the platform leading portion but diminishes in the midchord and
downstream regions where the discrete film holes are located.

6 Overall Heat Transfer Coefficients and Film Cooling
Effectiveness

In order to evaluate haw as shown earlier in Fig. 11, it is nec-
essary to determine the adiabatic wall temperature Taw,0 separately
with additional measurements or calculations. On the other hand,
the overall heat transfer coefficient h=qw� / �Tw−Tt,�� can be easily

evaluated since the turbine inlet total temperature Tt,� can be mea-
sured directly. However, the overall heat transfer coefficient h
involves not only the effects of the velocity field but also the
turbine work process while haw depends only on the flow field. In
general, the turbine work process reduces the mainstream tem-
perature since a portion of the thermal energy is converted to
mechanical work to turn the rotor blades. Therefore, the local
adiabatic wall temperature Taw,0 in the rotor passage is lower than
the inlet total temperature Tt,� for the turbine stage and closer to
the wall temperature Tw on rotor blade surface. It is clearly seen
from Fig. 12 that the overall heat transfer coefficient h is signifi-
cantly lower than the haw based on adiabatic wall temperature
�note for different scales in Figs. 11 and 12� since the denominator
Tw−Tt,� is larger than Tw−Taw,0 for the same wall heat flux qw� .

To study the impact of turbine work process on the film cooling
effectiveness, the overall film cooling effectiveness, defined as �
= �Tt,�−Taw,f� / �Tt,�−Tt,c�, is also presented in Fig. 13 using the
same scale as the adiabatic cooling effectiveness in Fig. 8. As
noted earlier, the turbine work reduces the mainstream tempera-
ture and produces an overall film cooling effectiveness even with-
out the presence of coolant in platform purge slot or discrete film
holes. This results in a high overall cooling effectiveness � near
the trailing edge since the mainstream temperature reduces along
the rotor blade passage as a result of the turbine work. Compared
to the adiabatic film cooling effectiveness �aw in Fig. 8, it is
clearly seen that the overall film cooling effectiveness � is much
higher than the corresponding true film cooling effectiveness �aw

Fig. 11 Heat transfer coefficients „based on the adiabatic wall temperature… on the ro-
tating platform for various rotating speeds, purge slot MFR=1%, discrete holes M=1
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for all three rotating speeds. Furthermore, the overall film cooling
effectiveness tends to increase with increasing rotating speed
since more turbine work is produced at higher rpm for the range
of rotating speeds considered in the present study.

7 Conclusions
Numerical simulations were performed for the three-

dimensional 1- 1
2 turbine stage to determine the effect of stator-

rotor interaction on platform purge slot and discrete holes film
cooling and heat transfer. The platform purge slot with overall
coolant mass flow rate MFR=1% and discrete film holes with
blowing ratio M =1 were investigated for low, intermediate, and
high rotating speeds. Both the adiabatic film cooling effectiveness
and heat transfer coefficient based on adiabatic wall temperature
were evaluated to determine the true effect of film cooling. The
overall film cooling effectiveness and heat transfer coefficient
were also presented to determine the influence of turbine work
process. The primary findings from this study are summarized as
follows.

�1� The stator-rotor interaction produced high unsteady inten-
sities for platform purge slot film cooling and heat transfer,
while the discrete holes film cooling is only slightly af-
fected.

�2� With increasing rotating speed, the flow incidence angle
changed significantly and the stagnation point shifts gradu-
ally from the pressure side to the suction side on the rotor
leading edge. Higher rotating speed also reduces the rotor
relative velocity and increases the local blowing ratio for
platform purge flow.

�3� At the design condition of 2550 rpm, the film cooling ef-
fectiveness is very high in the upstream section of rotor
passage since the platform purge coolant impinges directly
on the rotor leading edge. For lower rotating speed of 2000
rpm, the purge flow cooling effectiveness reduces due to
the lower blowing ratio �higher rotor relative inlet velocity�
and the shift of stagnation point to the blade pressure side.
The trend is reversed in the midchord and downstream sec-
tions with lower discrete holes film cooling effectiveness
for the design condition. At 3000 rpm, the peak value of
purge flow cooling effectiveness is lower than the design
condition due to the stronger wake effect from the first-
stage stator blades and the shift of stagnation point to the
blade suction side, but the overall film cooling effectiveness
is somewhat higher than low-rpm cases.

�4� With increasing rotating speed, the heat transfer coefficients
�based on adiabatic wall temperature� decrease sharply

Fig. 12 Overall heat transfer coefficients on the rotating platform for various rotating
speeds, purge slot MFR=1%, discrete holes M=1
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since the rotor relative velocities are significantly lower for
high-rpm conditions.

�5� The turbine work process reduces the mainstream tempera-
ture in the rotor blade passage. This results in a significant
increase in the overall film cooling effectiveness and a re-
duction in the overall heat transfer coefficients.

�6� The predicted adiabatic film cooling effectiveness is in rea-
sonably good agreement with the corresponding experiment
data, but the effectiveness of the discrete film holes was
overpredicted.
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Nomenclature
A 
 area �m2�

Cx 
 axial chord length of the rotor blade
h 
 overall heat transfer coefficient, qw� / �Tw−Tt��

�W /m2 K�
haw 
 heat transfer coefficient based on the adiabatic

wall temperature, qw� / �Tw−Taw,0� �W /m2 K�
P 
 local static pressure �Pa�
r 
 radius of turbine

Tu 
 turbulence intensity

Tu� 
 unsteady intensity of film cooling effective-

ness, �����i− �̄�2 /N� / �̄
M 
 blowing ratio, ��cVc� / ���Wlocal�

MFR 
 purge-to-mainstream mass flow ratio, Mc /M�

= �Ac�cVc� / �A���V��
U 
 rotor rotating speed �m/s�
V 
 absolute inlet velocity of rotor �m/s�
W 
 relative inlet velocity of rotor �m/s�
X 
 axial distance �cm�
� 
 overall film cooling effectiveness

�Tt,�−Taw,f� / �Tt,�−Tt,c�
�aw 
 adiabatic film cooling effectiveness �Taw,0

−Taw,f� / �Taw,0−Tt,c�
� 
 absolute flow angle
� 
 relative flow angle
í 
 flow incidence angle
� 
 dimensionless temperature �Taw,0−Taw,f� / �Taw,0

−Tt,c�

Subscripts
0 
 without film cooling
2 
 station 2
3 
 station 3

aw 
 adiabatic wall
c 
 coolant
f 
 with film cooling
t 
 total or stagnation value

Fig. 13 Overall film cooling effectiveness on the rotating blade platform for various
rotating speeds at four time phases, purge slot MFR=1%, discrete holes M=1
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w 
 wall of blade
� 
 inlet stream of turbine stage
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Turbine Blade Platform Film
Cooling With Typical Stator-Rotor
Purge Flow and Discrete-Hole
Film Cooling
This paper is focused on the effect of film-hole configurations on platform film cooling.
The platform is cooled by purge flow from a simulated stator-rotor seal combined with
discrete-hole film cooling within the blade passage. The cylindrical holes and laidback
fan-shaped holes are assessed in terms of film-cooling effectiveness and total pressure
loss. Lined up with the freestream streamwise direction, the film holes are arranged on
the platform with two different layouts. In one layout, the film-cooling holes are divided
into two rows and more concentrated on the pressure side of the passage. In the other
layout, the film-cooling holes are divided into four rows and loosely distributed on the
platform. Four film-cooling hole configurations are investigated totally. Testing was done
in a five-blade cascade with medium high Mach number condition (0.27 and 0.44 at the
inlet and the exit, respectively). The detailed film-cooling effectiveness distributions on
the platform were obtained using pressure sensitive paint technique. Results show that the
combined cooling scheme (slot purge flow cooling combined with discrete-hole film cool-
ing) is able to provide full film coverage on the platform. The shaped holes present higher
film-cooling effectiveness and wider film coverage than the cylindrical holes, particularly
at higher blowing ratios. The hole layout affects the local film-cooling effectiveness. The
shaped holes also show the advantage over the cylindrical holes with lower total pressure
loss. �DOI: 10.1115/1.3068327�

1 Introduction
The ability of today’s gas turbine engines to withstand increas-

ingly higher turbine-inlet temperatures has been largely due to the
advancement in cooling technology. One technique heavily relied
on is film cooling. With film cooling, relatively cool air forms a
protective film on the outer surface of the airfoil, creating an
additional layer of resistance between the hot mainstream gas and
the metallic airfoil. With the platform of the blade comprising a
large percentage of the area directly exposed to the hot gas, it is
vital that this area is adequately protected from the hot gases.
Several reviews have been published by Han et al. �1�, Langston
�2�, Chyu �3�, and Simon and Piggush �4�, which gave an over-
view of the fluid flow, heat transfer, and film cooling near the
endwall and platform regions. Studies by Langston et al. �5,6�
revealed some secondary flow structures. When a boundary layer
flow approaches a blade or vane, a vortex forms at the leading
edge and continues along each side of the airfoil forming a horse-
shoe vortex. The pressure distribution within the passage causes
the suction side leg of the horseshoe vortex to follow the suction
side of the airfoil. The pressure side leg of the horseshoe vortex is
carried across the passage and gains strength. This large vortex is
often called passage vortex. The passage vortex meets the suction
side of the airfoil and climbs up to the airfoil surface. Goldstein
and Spores �7� and Wang et al. �8� found several “corner” vortices
that formed near the intersection of the airfoil surface and the
endwall. The secondary flows increase the heat transfer between
the mainstream gases and the uncooled platform. They also make
film cooling on the platform difficult.

Many researchers have investigated film cooling on endwalls

with discrete cylindrical holes. Takeishi et al. �9� obtained heat
transfer and film effectiveness distributions on a vane endwall
with film holes placed at three locations in the passage.
Harasgama and Burton �10� used film cooling near the leading
edge, just inside the passage, with the film-cooling holes located
along an iso-Mach line. The film-cooling configuration used by
Jabbari et al. �11� consisted of discrete holes placed on the down-
stream half of the passage. Friedrichs et al. �12,13� studied the
film-cooling effectiveness and aerodynamic loss on a fully film
cooled endwall. Friedrichs et al. �14� also improved the endwall
film-cooling configurations. From the above studies, it is found
that the film cooling is strongly affected by the endwall secondary
flows. The cross flow transports the coolant from the pressure side
to the suction side of the passage. If a film hole is located at
separation lines of the secondary flows, the coolant will be lifted
off and results in little film protection on the surface. The leading
edge region of the endwall is very hard to be cooled by the dis-
crete holes because of the rollup of the horseshoe vortex.

Recently, researchers attempted to employ the shaped hole on
the endwall film cooling. Barigozzi et al. �15,16� studied the film-
cooling effectiveness and aerothermal performance on a passage
endwall with four rows of cylindrical holes or fan-shaped holes.
Similar to flat plate film cooling, shaped film-cooling holes offer
better film protection than cylindrical holes. The thermodynamic
secondary loss increases for the holes with larger area ratios. In
the film-cooling design by Colban et al. �17�, two rows of cylin-
drical holes were arranged upstream of passage. The hole configu-
rations varied within the passage—either cylindrical holes or fan-
shaped holes. The fan-shaped holes show much higher
effectiveness and lower aerodynamic loss than the cylindrical
holes. Little benefit was seen from the cylindrical holes upstream
of the passage.

Upstream of the inlet guide vane, a gap commonly exists be-
tween the combustion chamber and the vane endwall. A similar
gap exists between the vane endwall and the rotor platform, en-
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suring the rotor can move freely. Coolant air is often expelled
through these gaps or slots to prevent hot mainstream gases from
entering the engine cavity. This coolant air has a secondary effect
of protecting the platform region. An early study by Blair �18�
showed that the film-cooling effectiveness for upstream slot injec-
tion varies greatly through the passage due to the secondary flows.
Many researchers, including Granser and Schulenberg �19�, Roy
et al. �20�, Burd et al. �21�, Simon and co-workers �22,23�, Zhang
and Jaiswal �24�, Zhang and Moon �25�, Wright et al. �26–28�,
and Gao et al. �29�, documented the characteristic of slot cooling
on endwalls or platforms. The studies showed that coolant from an
upstream slot reduces the secondary flows in the passage by in-
creasing the momentum of the boundary layer. The areas that are
typically difficult to cool, including the area near the leading edge,
can be cooled effectively with the upstream slot injection. The
heat transfer near the leading edge is reduced as well. The up-
stream slot configurations and flow conditions �such as vane pas-
sage vortex, etc.� influence the endwall film-cooling effectiveness.
Suryanarayanan et al. �30� investigated platform slot purge flow
cooling in a three-stage turbine rotating facility. They found that
the stator-rotor interaction has a significant impact on the platform
film-cooling effectiveness.

In order to provide adequate film coverage for the entire end-
wall or platform, an upstream slot cooling can be combined with
discrete-hole film cooling. Nicklas �31� measured the heat transfer
coefficients and film-cooling effectiveness on a nozzle guide vane
�NGV� endwall with the combined cooling scheme. The film-
cooling holes were concentrated on the entrance region of the
passage, so the trailing edge region is hardly cooled. In the design
of Wright et al. �32�, the film holes were close to the throat region
of a blade platform. The entire platform is cooled at the cost of a
large amount of purge flow coolant consumption. Suryanarayanan
et al. �33� studied rotating platform film cooling by stator-rotor
purge flow combined with discrete-hole film cooling in the same
rotating facilities as Ref. �30�. The film-cooling holes in Refs.
�31–33� were all cylindrical holes.

Taking advantage of the slot purge flow cooling, this paper is
aimed to implement discrete-hole film-cooling designs within a
blade passage to provide complete film protection for the blade
platform. The leading edge region of the platform, which is hard
to be cooled by discrete holes, is cooled by slot purge flow. To
minimize the purge flow coolant, the downstream region of the
platform is cooled by discrete holes. The performance of cylindri-
cal holes and shaped holes are assessed in terms of film-cooling
effectiveness and total pressure loss. Taking the three dimensional
nature of the platform flow into account, different hole layouts on
the platform are also studied. Totally, four discrete-hole film-
cooling configurations �2 hole shapes�2 hole layouts� are in-
vestigated. Testing was done in a cascade with medium high Mach
number conditions. The freestream inlet and exit Mach numbers
are 0.27 and 0.44, respectively. The film-cooling effectiveness is
measured using pressure sensitive paint �PSP� techniques. The
total pressure on an exit plane of the cascade is measured with
Pitot tubes.

2 Experimental Facility
Figure 1 schematically shows the five-blade linear cascade with

a platform test section cooled by upstream purge flow and
discrete-hole film cooling. The same cascade facility was used by
Gao et al. �29� for the upstream purge flow cooling study. Some of
the important parameters of the cascade and mainstream flow con-
ditions are listed in Table 1. The inlet cross section of the test
section is 19.6 cm�width��12.7 cm�height,H� while the exit
cross section is 12.9 cm�width��12.7 cm�height�. The top plate,
which acts as the shroud for the blades, was machined out of 1.27
cm thick acrylic sheets for optical access. The three middle blades
in the cascade have a span of 12.64 cm and an axial chord length
of 8.13 cm. The blades have a turning angle of 116.9 deg. The
blade-to-platform interface is 90 deg, i.e., there is no fillet at the

interface. A honeycomb mesh, 7.62 cm long with a cell size of
1.27 cm, is placed 1.78 m upstream of the blade passage to uni-
form the velocity distribution. Downstream flow periodicity is en-
sured by adjusting the cascade tailboards. The mainstream air is
supplied by a centrifugal compressor that can deliver a volume
flow rate up to 6.2 m3 /s. The cascade inlet and exit velocities are
set to be 96 m/s and 156 m/s, corresponding to inlet and exit Mach
numbers of 0.27 and 0.44, respectively. The Reynolds number
based on the axial chord length and exit velocity is 750,000. The
overall pressure ratio �cascade inlet total pressure to exit static
pressure� is 1.14. Turbulence intensity and boundary layer thick-
ness were recorded 6.3 cm upstream of the middle blade. Turbu-
lence intensity, which was measured by a hot wire anemometer in
the center of channel, is 1.75% with integral length scale of 5 cm.
The boundary layer thickness, based on 99% of mainstream ve-
locity, is about 25 mm. A traversing plane, located 0.5Cx down-
stream of the trailing edge, for the total pressure measurement is
also indicated in Fig. 1�a�. The definition of the coordinate, which
will be used to present the data, is shown in Fig. 1�b�.

2.1 Platform Film-Cooling Design. Gao et al. �29� showed
that the purge flow from the stator-rotor seal can be effectively
used to cool the upstream regions of the platform. Nonetheless,

Fig. 1 „a… Schematic of the cascade blade platform with up-
stream slot purge flow cooling and downstream discrete-hole
film cooling. „b… Definition of platform coordinates.

Table 1 Cascade geometry and mainstream flow conditions

Cascade geometry

Blade span �cm� 12.64
Tip clearance �cm� 0.064
Axial chord length �cm� 8.13
Pitch �cm� 7.69
Aspect ratio �H /Cx� 1.55
Leading edge diameter �mm� 4.8
Inlet area �cm2� 249
Exit area �cm2� 164
Inlet angle �deg� 50.5
Exit angle �deg� 66.4
Total turning angle �deg� 116.9
Convergence ratio 1.5

Mainstream flow conditions

Inlet Mach No. 0.27
Exit Mach No. 0.44
Rein 465,000
Reex 750,000
Pressure ratio �Pt / P� 1.14
Turbulence intensity 1.75%
Boundary layer thickness �cm� 2.5
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the strong passage vortex sweeps the coolant off the platform; the
area downstream of passage vortex separation line is left unpro-
tected. In the current study, the same stator-rotor seal configura-
tion �29� is used to cool the upstream region of the platform. The
discrete-hole film-cooling design is implemented to cool the rest
area of the platform. Figure 2 shows the slot configuration. The
double-tooth labyrinthlike slot simulates a typical stator-rotor seal
in real engines. The seal consists of two parts, an upstream �stator�
part with round teeth and a downstream �rotor� part with sharp
teeth. The seal breaks at 0.076Cx upstream of passage with a
breakout width of 1.02 cm. The downstream part of the slot is
inclined 20 deg to the platform surface with a throat width of 0.19
cm. The seal covers 1.5 pitches of passage. Coolant is supplied via
a coolant plenum underneath the purge slot. Detailed description
on the slot configuration can be found in Ref. �29�.

Additional platform film cooling is provided by discrete holes.
Figure 3 shows the hole configurations. This paper is focused on
assessing the film-cooling performance from the shaped holes. To
serve this purpose, the designs with cylindrical holes are also
provided as baseline. The film-cooling holes in the current studies
are lined up with the freestream streamwise direction. Past studies
in the open literature have confirmed that the passage cross flow
sweeps the film coolant from pressure side to suction side. Studies
on the flat plates show that coolant from compound angle holes
covers wider area due to jet deflection. It is anticipated that the
passage cross flow would turn the coolant jet and a wider surface
area would be covered with the inline design. The film-cooling
holes are arranged on the platform with two layouts. With one
layout, the film-cooling holes are divided into two rows and more
concentrated on the pressure side of the passage. In the other
layout, the film-cooling holes are divided into fours rows and
loosely distributed on the entire platform. With the two film-hole
shapes and two layouts, four film-hole configurations are imple-
mented. Among the four configurations, Configurations A and B
have cylindrical holes; while Configurations C and D laidback
fan-shaped holes. Configurations A and C are arranged in two
rows, while Configurations B and D are arranged in four rows.
Sixteen film holes, inclined 30 deg to the platform surface, are
used in all configurations. The cylindrical holes have a diameter
�d� of 1.588 mm with a hole length of 8d. The laidback fan-
shaped holes are featured with a lateral expansion of 10 deg from
the hole axis and forward expansion of 5 deg into the platform
surface. The hole diameter in metering part �cylindrical part� of
the shaped holes is the same as that for the cylindrical holes. The
expansion starts at 4d, resulting in a cross sectional area ratio of
3.85 between the hole exit and hole inlet. For the two-row designs
�Configurations A and C�, one row is located along the midpas-
sage line and the other row is located along a curve 6.35 mm
offset from the pressure side of the blade surface. There are eight
holes in each row. The first hole in each row is located at the axial
location x /Cx=0.36. The hole to hole spacing along the curve is
about 4d. The four-row designs B and D are achieved by shifting
the alternative holes in Configurations A and C, respectively. Four

holes in the midpassage are shifted to the middle of midpassage
and suction side surface. Four holes offset of pressure side are
shifted to the middle of the two original curves. Due to the large
variation of pressure on the platform, it is hard to control the local
blowing ratios for the multiple holes with one common coolant
plenum chamber. In the current study, three coolant cavities are
used for the discrete holes. The coolant supplied to each cavity is
independently controlled by a rotameter dedicated to that cavity.
Cavity 1 feeds holes 1–4, cavity 2 feeds holes 5–11, and the rest
five holes are fed by cavity 3.

The coolant purge flow rate is generally considered as a per-
centage of the mainstream mass flow rate. From the previous
study �29�, it is found that the film coverage and effectiveness
increase when the coolant mass flow ratio �MFR� increases from
0.25% to 1.0%. However, the increment in effectiveness is not

Fig. 2 Configuration of upstream labyrinthlike stator-rotor seal in Ref. †29‡

Fig. 3 Discrete hole configuration on platform
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significant from MFR=0.75% to MFR=1.0%. The strong passage
vortex lifts the coolant off from the platform resulting in a large
unprotected area in the downstream region of the platform. Fur-
ther increasing the coolant mass flow rate from the slot purge flow
may reduce the strength of passage vortex and increase the pro-
tected area on the platform. However, the coolant consumption
will substantially increase. Therefore, the mass flow ratio of
0.75% �equivalent to a blowing ratio of 0.33�, which can suffi-
ciently cool the hard-to-cool leading edge region, is chosen in the
current study. The area, which is not protected by the purge flow
cooling, is expected to be cooled by the discrete-hole film cooling.
Four averaged blowing ratios are tested for the film holes, i.e.,
M =0.5, 1.0, 1.5, and 2.0. The average blowing ratios are defined
as M = ��cVc� / ��mVm�. The density ratio is 1 in the current study;
therefore, the mass flux ratio is reduced to velocity ratio. The local
mainstream velocity at film-hole locations is used as Vm in the M
calculation. Vm is obtained from P / Pt, where P is local static
pressure, measured by PSP; and Pt is inlet total pressure, mea-
sured with Pitot tube. The nominal blowing ratio M =1.0 corre-
sponds to 0.54% of freestream flow at the inlet. The local blowing
ratio distribution will be discussed in the later part of this paper.

3 Film-Cooling Effectiveness Measurement Theory
and Data Analysis

Data for film-cooling effectiveness were obtained using the PSP
technique. PSP is a photoluminescent material that emits light
when excited, with the emitted light intensity inversely propor-
tional to the partial pressure of oxygen. This light intensity is
recorded using a charge-coupled device �CCD� camera. The im-
age intensity obtained from PSP by the camera during data acqui-
sition is normalized with a reference image intensity �Iref� taken
under no-flow condition. Background noise in the optical setup is
removed by subtracting the image intensities with the image in-
tensity obtained under no-flow conditions and without light exci-
tation �Iblk�. The resulting intensity ratio can be converted to pres-
sure ratio using a predetermined calibration curve and can be
expressed as

Iref − Iblk

I − Iblk
= f� �PO2

�air

�PO2
�ref
� = f�Pratio� �1�

where I denotes the intensity obtained for each pixel and f�Pratio�
is the relationship between intensity ratio and pressure ratio ob-
tained after calibration.

Calibration of the PSP system was performed using a vacuum
chamber at several known pressures varying from 0 atm to 1.8
atm. The same optical setup that was used during experiments was
chosen for calibration. The calibration curve is shown in Fig. 4.
PSP is also sensitive to temperature with higher temperatures re-
sulting in lower light emission. Hence, the paint was also cali-
brated at different temperatures. It is observed that if the emitted
light intensity at a certain temperature is normalized with the ref-
erence image intensity taken at the same temperature, the tem-
perature sensitivity can be minimized as shown in Fig. 4�b�.
Hence, during experiments, the coolant was heated to the same
temperature as the mainstream air �approximately 35°C� before
supplying through the seal; the reference �Iref� and black �Iblk�
images were acquired immediately after stopping the mainstream
flow so that the test surface temperature did not change apprecia-
bly.

To obtain film-cooling effectiveness, air and nitrogen are used
alternately as coolant. Nitrogen, which has nearly the same mo-
lecular weight as that of air, displaces the oxygen molecules on
the surface causing a change in the emitted light intensity from
PSP. By noting the difference in partial pressure between the air
and nitrogen injection cases, the film-cooling effectiveness can be
determined using the following equation:

� =
Cmix − Cair

CN2
− Cair

=
Cair − Cmix

Cair
=

�PO2
�air − �PO2

�mix

�PO2
�air

�2�

where Cair, Cmix, and CN2
are the oxygen concentrations of main-

stream air, air/nitrogen mixture, and nitrogen on the test surface,
respectively. The definition of the film-cooling effectiveness in
Eq. �2� based on mass transfer analogy assumes similar form as
that of adiabatic film-cooling effectiveness given in

� =
Tmix − Tm

Tc − Tm
�3�

The film cooled platform was coated with PSP using an air
brush. It was excited by a strobe light fitted with a narrow band-
pass interference filter �optical wavelength=520 nm�. A flexible
dual fiber optic guide was used to get a uniform incident light
distribution on the test surface. Upon excitation, the PSP coated
surface emits light with a wavelength higher than 600 nm. A 12
bit scientific grade CCD camera �Cooke Sensicam QE with CCD
temperature maintained at −15°C using a two-stage Peltier
cooler�, fitted with a 35 mm lens and a 600 nm long-pass filter,
recorded images. The filter mounted on the camera is chosen such
that it does not allow any reflected light from the illumination
source to pass through. The camera and the strobe light were
triggered simultaneously using a TTL signal from a function gen-
erator. A total of 200 TIF images were captured and ensemble-
averaged to get the individual intensities. The spatial resolution of
each image is 0.6 mm/pixel. A computer program was used to
convert these pixel intensities into pressure using the calibration
curve and then into film-cooling effectiveness.

Uncertainty calculations were performed based on a confidence
level of 95% and were based on the uncertainty analysis method
of Coleman and Steele �34�. Lower effectiveness magnitudes have

Fig. 4 „a… PSP calibration at single reference temperature, and
„b… PSP calibration at corresponding reference temperature
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higher uncertainties. For an effectiveness magnitude of 0.3 or
larger, uncertainty is around �4.8% while for effectiveness mag-
nitude of 0.05, uncertainty is as high as �8%. This uncertainty
was the result of uncertainties in calibration �4%� and image cap-
ture �1%�. Uncertainty for the pressure measurement was 3%;
uncertainty for the coolant mass flow rate was 4%.

4 Results and Discussion

4.1 Pressure Measurement on Platform and Local Blow-
ing Ratio Distributions. Prior to presenting the film effectiveness
data, the pressure and Mach number distribution on the platform
are examined and shown in Fig. 5. The pressure distribution is
represented by the ratio of local static pressure and inlet total
pressure. The local static pressure was measured by PSP while the
inlet total pressure was measured by Pitot tube placed upstream of
the cascade inlet. Eleven pressure taps were instrumented along
three curves on the platform to verify the PSP data. One curve is
offset of the blade pressure side by 10% of pitch distance, and the
other is offset of suction side by 10%. The third curve is along the
midpassage. The pressure and Mach number data obtained from
PSP measurement were extracted along three curves and com-
pared with pressure tap data. Pressure distribution along the mid-
span of the blade surface, measured by pressure taps, is also pre-
sented for comparison. It can be seen from the contour plot that
the static pressure near the pressure side is higher than that near

the suction side. This is the driving force of turbine work as well
as the passage cross flow. From the leading edge to the trailing
edge, the pressure gradually decreases; the mainstream flow is
accelerated; Mach number increases. It can be seen from the line
plots that the PSP data matched well with pressure tap data; the
maximum deviation between PSP data and pressure tap data is
less than 6%. Near the pressure side, the pressure on the platform
is very close to the pressure on the blade midspan. However, near
the suction side, the pressure on platform is higher than that on the
blade midspan. This results in a reduced driving force �pressure
differential between pressure side and suction side� near the plat-
form. It can be seen from Fig. 5�b� that the velocity near the
suction side on the platform is lower than the freestream velocity.

This nonuniform outer pressure distribution affects purge flow
distribution along the slot as well as the local blowing ratio dis-
tribution from the discrete holes. Based on the pressure differen-
tial between the total pressure inside the plenums and static pres-
sure on the surface, the local coolant flow is calculated. The purge
flow distribution, discussed by Gao et al. �29�, is shown in Fig.
6�a�. From the suction side to the pressure side along the purge
slot, the outer pressure increases and the local coolant mass flow
rate decreases. The high outer pressure near the pressure side of
the passage prohibits the coolant exiting from this region. Detailed
discussion on the purge flow distribution can be found in Ref.
�29�. The local blowing ratio for the discrete holes is defined as

Fig. 5 Pressure and Mach number distribution without coolant injection. „a… Pressure
distribution and „b… Mach number distribution.
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Mlocal=�cVc,local /�mVm. Same as in the definition of M, Vm is the
local mainstream velocity near the film-cooling holes. Whereas
Vc,local is the actual coolant velocity from the film-cooling hole. To
obtain the actual coolant mass flow rate from each hole, the dis-
charge coefficient CD is calculated by

CD = ṁhole/��

4
d2�

��Pt,cav� P

Pt,cav
��y+1�/2y�� 2y

�y − 1�RTc
��Pt,cav

P
��y−1�/y

− 1�
�4�

The total pressure inside the coolant cavity Pt,cav was measured
with pressure taps instrumented on the plenum cavities. The dis-
charge coefficient CD is assumed to be constant for all holes in the
cavity for a given average blowing ratio M. It should be noted that
the constant assumption of CD may not be true as CD depends on
not only the geometry but also the external and internal flow con-
ditions. It is assumed that the deviation in the discharge coeffi-
cients from hole to hole is not significant and hence an average
value can be used without introducing a significant error. Once the
CD for a given M is determined, the coolant velocity from each
hole is calculated and the local blowing ratio for the hole is com-
puted. It can be seen from Fig. 6�b� that the discharge coefficients
increase with M, but the gradient gradually reduces. The values of
CD are about the same for Configurations A and B at a given M.
As shown in Figs. 6�c� and 6�d�, the local blowing ratio distribu-
tion in the first cavity has a larger variation than the other two.
The local blowing ratios for the holes in cavity 2 or cavity 3 are
close to each other. The multiple coolant supply cavity helps to

control the local blowing ratios. The difference in local blowing
ratios for Configurations A and B is small.

4.2 Film-Cooling Effectiveness on Platform. Film-cooling
effectiveness measurements were done for the four hole configu-
rations. As stated earlier, a typical coolant mass flow ratio
�MFR=0.75%� is chosen for the slot purge flow, while the aver-
age blowing ratios for the downstream discrete holes vary from
M =0.5–2.0.

Before considering the realistic cooling schemes of combined
purge flow cooling and discrete-hole film cooling, the isolated
effects from discrete holes are understood first. Figure 7 shows the
film-cooling effectiveness distribution for Configurations A and C.
Some common features of platform film cooling are observed re-
gardless of hole shapes. It is clear that the coolant is deflected to
the suction side of passage by the cross flow within the passage.
From the leading edge to the trailing edge, the deflection reduces.
Increasing the blowing ratio, the jet momentum increases, result-
ing in less jet deflection. Due to the jet deflection, the jets from
holes 1 and 3 are unable to impinge to the blade pressure surface.
Therefore, the junction area between the platform and the blade
pressure side is unprotected by the film cooling. The coolant from
upstream holes extends to the downstream region. With the up-
stream coolant accumulation, the film-cooling effectiveness in the
downstream region is higher than that in the upstream region. At
M =0.5, the pressure inside the plenum chamber is relatively low.
The coolant is prohibited ejecting through holes 1, 3, and 5, where
the outer pressure is high. In this case, the mainstream ingestion
may occur to the three holes. On the other hand, more coolant
ejects from holes 2 and 4 and results in a higher local blowing
ratio for these two holes. Therefore, the jets from holes 2 and 4 lift

Fig. 6 „a… Local coolant mass flow rate distribution along the purge slot †29‡, „b… dis-
charge coefficient distribution, „c… local blowing ratio distribution for Configuration A,
and „d… local blowing ratio distribution for Configuration B
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off from the surface and quickly mix with mainstream. It should
be noted that the effectiveness reduction from holes 2 and 4 may
be also caused by the mixing between ingested air �from holes 1,
3, and 5� and coolant inside the cavity. Comparing Figs. 7�a� and
7�b�, it can be seen that the shaped holes offer a larger film cov-
erage and higher effectiveness magnitude. The best film-cooling
effectiveness for cylindrical holes is obtained at M =1.0. Further
increase in M �M =1.5 and 2.0� results in jet penetration to the
mainstream and reduces the effectiveness level. For the shaped
holes, the film effectiveness increases with the increase in average
blowing ratio. The hole exit area is enlarged for the shaped holes;
consequently, the jet momentum reduces. The coolant jet is easier
to stay close to the surface with low momentum jet. In addition,
the jets from the shaped holes are more deflected than the cylin-
drical holes with the relatively low momentum. The wider coolant
trace from the shaped holes also benefits from the enlarged hole
breakout area.

The previous study �29� shows that a large area of the passage
is left unprotected when the platform is only cooled by the up-
stream purge flow cooling. The addition of the discrete holes
should help alleviate this problem. Figures 8–11 show the detailed
film-cooling distributions for the cases of combined purge flow
cooling with discrete-hole film cooling.

Figure 8 is film effectiveness contour for Configuration A.
Combined with the two cooling schemes �slot purge flow cooling
and discrete-hole film cooling�, the film coverage on the platform
is much improved. Due to the large turning angle of the blade
�116.9 deg�, the passage vortex is very strong. The flow field near
the endwall region downstream of the separation line of the pas-
sage vortex is barely influenced by the purge flow ejection. There-
fore, the downstream discrete-hole film cooling is almost unaf-
fected by the upstream purge flow. In other words, the isolated
effect from the purge flow and discrete-hole film cooling can be
simply superimposed to achieve the film effectiveness for the
combined film cooling. Similar to the case of discrete-hole film
cooling alone, the best effectiveness for this configuration is ob-
tained at M =1.0. Further increase in M will cause jet lift-off. The
upstream coolant accumulation results in better film-cooling effec-
tiveness on the downstream regions. Better film coverage may be

obtained if one more hole is added upstream of holes 1 and 2.
Figure 9 shows the film effectiveness contour for Configuration

B. The film-cooling holes are widely distributed over the platform
surface with this configuration. In terms of film coverage, Con-
figuration B has slightly less coverage than Configuration A. Be-
cause the alternative holes are shifted toward the suction side, the
jet deflection causes a slightly larger uncovered area near the pres-

Fig. 7 Film-cooling effectiveness distribution on platform with discrete holes. „a… Configuration A and „b… Configuration C.

Fig. 8 Film-cooling effectiveness on platform with combined
slot film cooling and discrete-hole film cooling „Configuration
A…
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sure side of the passage. Due to the rearrangement of the hole
location, the local blowing ratio for each holes is changed a little
bit. Consequently, the effectiveness for the individual hole is var-
ied slightly. On the whole, the film-cooling effectiveness levels for
the two configurations �A and B� are very comparable. The effect
of blowing ratio on the film effectiveness is the same. It should be

mentioned that local high effectiveness close to the front part of
the suction side is a measurement error resulting from the epoxy
glue. The true effectiveness value at this location should be simi-
lar to that in Fig. 8.

Figure 10 shows the film-cooling effectiveness for Configura-
tion C. The film coverage and film effectiveness level for Con-
figuration C are much improved over Configuration A, particu-
larly at higher average blowing ratios. Again, the film-cooling
characteristics that appeared in Fig. 7�b� are also observed in this
figure. The film-cooling effectiveness increases with increase in
blowing ratio. Film coverage from offset PS row extends closer to
the pressure side. Close to the suction side of the blade, there is a
sharp decrease in effectiveness. This implicates the strong horse-
shoe vortex �of suction side leg� and corner vortex entraining the
coolant away from the platform surface.

Figure 11 shows the film effectiveness for Configuration D. The
film coverage is reduced when compared with Configuration C.
Close to the suction surface of the passage, the local effectiveness
increases. The film effectiveness from the four rows of film holes
are not as evenly distributed on the platform as from Configura-
tion C. From the above effectiveness contours, it is perceived that
the varying arrangement of the film holes may result in com-
pletely different effectiveness distribution. Due to the complex
three dimensional nature of the platform secondary flow, it is of
importance to strategically lay out the film-cooling holes on the
platform.

Figure 12 shows the effect of blowing ratio on the laterally
averaged film-cooling effectiveness. The laterally averaged film-
cooling effectiveness for the case purge flow cooling only �29� is
also presented �in black solid lines� as reference. The data repeat-
ability is proven from the overlaps of the spanwise averaged ef-
fectiveness data resulted from the upstream purge flow. The film-
cooling effectiveness on the downstream of the platform from the
purge flow alone is negligible. With the discrete-hole film cooling,
the film-cooling effectiveness in the downstream region increases
significantly. For the cylindrical holes �Configurations A and B�,
the best film-cooling effectiveness is obtained at M =1.0. The ef-
fectiveness for M =1.5 and M =2.0, which is slightly lower than

Fig. 9 Film-cooling effectiveness on platform with combined
slot film cooling and discrete-hole film cooling „Configuration
B…

Fig. 10 Film-cooling effectiveness on platform with combined
slot film cooling and discrete-hole film cooling „Configuration
C…

Fig. 11 Film-cooling effectiveness on platform with combined
slot film cooling and discrete-hole film cooling „Configuration
D…
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M =1.0, are comparable. For the shaped holes �Configurations C
and D�, the film-cooling effectiveness increases with the increase
in averaged blowing ratio. From M =1.5 to M =2.0, the increment
is not significant.

Figure 13 shows the effect of hole configurations on laterally
averaged film-cooling effectiveness. At low blowing ratio M
=0.5, the film-cooling effectiveness from the four hole configura-
tions are comparable. The advantage of shaped holes becomes
evident when the averaged blowing ratio increases. At M =1.5 and
2.0, the spanwise averaged film-cooling effectiveness from the
shaped hole is substantially higher than that from the cylindrical
holes. The difference in spanwise averaged effectiveness resulting
from the different layouts is subtle. The two-row layout presents
slightly better averaged effectiveness than the four-row.

4.3 Total Pressure Loss Measurement. The total pressure
loss was measured on an exit plane at an axial distance of 0.5Cx
downstream of trailing edge. The location of the traversing plane
was indicated in Fig. 1. An array of eight Pitot tubes, with a
diameter of 2.38 mm �3 /32 in.�, was placed spanning 1.5 pitches.

The film cooled platform is located in the passage with negative y
values. The Pitot tubes traversed ten positions and crossed 40% of
the span from the hub. The matrix of probe locations is show in
Fig. 14. The pressures were recorded with a 48-channel Scani-
valve System coupled with LABVIEW software. The total pressure
maps on the exit plane were measured for the cooled and un-
cooled platforms. The exit total pressure is normalized with the
inlet total pressure ��= Pt,ex / Pt,in� to evaluate the aerodynamic
losses. The inlet total pressure was measured upstream of the
purge slot by means of a Pitot tube.

It can be seen from Fig. 15 that the dominant loss is generated
by the passage vortex. The loss core is located at 30% of the span
approximately for the uncooled platform. The loss core is slightly
raised up and shifted away from the suction side with the purge
flow ejection. The purge slot ejection �MFR=0.75%� produces a
wider wake with more losses.

Since the cooling hole layouts do not show a significant impact
on the spanwise averaged film effectiveness and the hole shapes
present substantial difference, it is deemed that the alteration of
flow field from the hole layout is little. Therefore, only Configu-
rations A �cylindrical holes� and C �shaped holes� are assessed for
the total pressure loss with combined film-cooling scheme. Figure
16�a� shows the total pressure loss maps with the platforms cooled
by both purge flow and discrete-hole ejection �Configuration A�.
Compared with Fig. 15�b�, the wake from the passage vortex is
further broadened with the additional coolant ejection from cylin-
drical holes. The total pressure loss is increased. After leaving the
film holes, the coolant interacts with the mainstream. The interac-
tion between the coolant jets and mainstream causes mixing loss.
Figure 16�b� shows the total pressure maps for Configuration C.
With this configuration, the wake from the passage vortex be-
comes smaller, comparable to that in Fig. 15�b� �purge flow ejec-
tion only� with much reduced loss from passage vortex. The loss
associate with the boundary layer is also reduced. Due to de-

Fig. 12 Laterally averaged film-cooling effectiveness „effect of
blowing ratio…

Fig. 13 Laterally averaged film-cooling effectiveness „effect of
hole configuration…

Fig. 14 Traversing plane for total pressure measurement

Fig. 15 Total pressure distribution at the cascade exit. „a… No
coolant ejection. „b… Coolant ejection from purge slot.
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creased jet momentum, the coolant from the shaped holes tends to
stay attached to the platform surface. This may reduce the bound-
ary layer separation, which is a major contribution to the bound-
ary layer loss. The losses associated with discrete-hole ejection
seem insensitive to the blowing ratios.

5 Conclusions
An experimental study was undertaken to measure the film-

cooling effectiveness and total pressure loss on a turbine blade

platform within a five-blade linear cascade. The platform is cooled
by purge flow from a typical stator-rotor seal combined with
discrete-hole film cooling. Pressure sensitive paint was used to
measure the film-cooling effectiveness. The purge flow through
the seal is fixed at MFR=0.75%. Cylindrical holes and shaped
holes are employed in the film-cooling design. The holes are laid
out four rows or two rows on the platform. The average blowing
ratios for the discrete holes are varied from 0.5 to 2.0. Results
show that the platform can be effectively cooled with stator-rotor

Fig. 16 Total pressure distribution at the cascade exit for coolant ejection
with purge flow combined with discrete holes. „a… Configuration A and „b…
Configuration C.
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purge flow combined with the downstream discrete-hole film
cooling. The shaped holes provide wider film coverage and higher
effectiveness than the cylindrical holes. The effectiveness for the
shaped holes increases with increase in the average blowing ratio
�M =0.5–2.0�, whereas an optimal blowing ratio of 1.0 exists for
the cylindrical holes. The two-row or four-row layout does not
show much difference in spanwise averaged effectiveness. How-
ever, the local effectiveness distribution, which will determine the
thermal stress, hotspots, etc., is definitely dependent on the layout.
It is of importance to strategically arrange film holes on platform.
The shaped holes also exhibit lower total pressure loss.
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Nomenclature
C � oxygen concentration

CD � discharge coefficient
Cx � axial chord length of the rotor blade �8.13 cm�

d � diameter of the film-cooling hole �mm�
H � cascade height �12.7 cm�
I � pixel intensity of an image

ṁc � coolant mass flow rate for purge flow �kg/s�
MFR � mass flow ratio of slot purge flow �percentage

of mainstream mass flow rate�
M � average blowing ratio for discrete film holes
P � local static pressure �Pa�

PS � abbreviation for “pressure side”
Pt � total pressure �Pa�

PO2 � partial pressure of oxygen �Pa�
S � blade pitch �cm�

SS � abbreviation for “suction side”
T � temperature �°C�
x � axial distance measured from the blade leading

edge �cm�
y � pitchwise distance measured from the suction

side �cm�
z � spanwise distance measure from the platform

�cm�
Vc � average coolant velocity �m/s�
Vm � mainstream velocity �m/s�

� � local film-cooling effectiveness
�̄ � laterally averaged film-cooling effectiveness
� � total pressure ratio �=Pt,ex / Pt,in�
�c � density of coolant �kg /m3�
�m � density of mainstream air �kg /m3�

Subscript
air � mainstream air with air as coolant
blk � image without illumination �black�

c � coolant
ex � exit of cascade
in � inlet of cascade
m � mainstream

mix � mainstream air with nitrogen as coolant
ref � reference image with no mainstream and cool-

ant flow
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Heat Transfer Coefficients of Film
Cooling on a Rotating Turbine
Blade Model—Part I: Effect of
Blowing Ratio
Experimental investigations were performed to measure the local heat transfer coefficient
�hg� distributions of film cooling over a flat blade under both stationary and rotating
conditions. Film cooling was via a straight circular hole of 4 mm in diameter located in
the middle section of the blade angled 30 deg along the streamwise direction and 90 deg
along the spanwise direction. The Reynolds �ReD� number based on the mainstream
velocity and the film hole diameter was fixed at 3191, and the rotating speed ��� was
either 0 rpm or 800 rpm; the film cooling blowing ratios ranged from 0.4 to 2.0, and two
averaged density ratios of 1.02 and 1.53 were employed with air and carbon dioxide
�CO2� as the coolant, respectively. Thermochromic liquid crystal was used to measure the
solid surface temperature distributions. Experimental results showed the following: (1) In
the stationary case, the blowing ratio has a significant influence on the nondimensional
heat transfer coefficient �hg /h0� especially in the near hole region. (2) The film trajectory
in rotation had an obvious deflection in the spanwise direction, and the deflection angles
on the suction surface are larger than those on the pressure surface. This was attributed
to the combined action of the Coriolis force and centrifugal force. (3) In the rotating
case, for CO2 injection, the magnitude of heat transfer coefficient on the pressure surface
is reduced compared with the stationary case, and the blowing ratio has smaller effects
on hg /h0 distribution. However, on the suction surface, the heat transfer coefficient at
x /D�1.0 is enhanced and then rapidly reduced to be also below the stationary values.
For air injection, rotation also depresses the hg /h0 for both the pressure and the suction
surface. (4) The density ratio shows a considerable effect on the streamwise heat transfer
coefficient distributions especially for the rotating cases. �DOI: 10.1115/1.3068329�

1 Introduction
For modern gas turbine engines, the turbine inlet temperatures

may be much higher than the melting temperatures of the blade
materials. Therefore, various cooling methods are used on the
turbine blades to keep the working temperature within a safety
limit. Among the cooling techniques, film cooling is widely used
to protect the turbine blades from hot gas thermal deterioration. In
the case of film cooling, the coolant is injected from the discrete
holes into the mainstream boundary layer and generates a thin
coolant film acting as a buffer to reduce the thermal loads. Film
cooling performance is usually characterized by two parameters,
the adiabatic film cooling effectiveness and the heat transfer co-
efficient. To better understand the physical mechanism and to op-
timize the design of film cooling, a considerable number of stud-
ies have been conducted during the past 4 decades. A
comprehensive compilation of the available results was summa-
rized by Han et al. �1�. A brief review of relevant experimental
works is given below for easy reference.

In the earlier studies, Eriksen and Goldstein �2� indicated that
the heat transfer coefficient with film cooling was lower than that
without injection because the cooling air thickened the boundary
layer. However, this conclusion seemed only to prevail in the
cases of low blowing ratios. Later, Hay et al. �3� pointed out that
there was an enhancive trend of hf /h0 with the increase in blow-

ing ratio so that a maximum value of hf /h0 reached around M
=1.35 for the case with an inclination angle of 35 deg.

Lloyd and Brown �4� reported that the short injection holes
could give rise to greater heat transfer coefficients than the longer
ones, and this conclusion was confirmed by Andrews et al. �5�.
Makki and Jakubowski �6� investigated the downstream heat
transfer results for film holes, which had the trapezoidal cross
sections diffused in the direction of the mainstream flow. Hyams
and Leylek �7� reported that the heat transfer coefficients for a
film hole with a laterally diffused exit, a hole with a forward
diffused exit, and a standard cylindrical hole were slightly el-
evated for the cases of M =1.25 and DR=1.6 as compared with
that without injection. The highest heat transfer coefficients were
found downstream of the laterally expanded hole, and nearly the
same distributions were found downstream of the cylindrical and
forward expanded holes.

Among the film cooling researches in publication, the thermo-
chromic liquid crystal �TLC� technique was widely used. Ekkad
et al. �8� investigated the effect of mainstream turbulence on the
detailed distributions of adiabatic effectiveness and heat transfer
coefficient on a cylindrical leading edge model using a transient
liquid crystal image method. They found that the heat transfer
coefficients increased with the augmentation of blowing ratio, but
the adiabatic effectiveness reached a peak value at M =0.4.

Ou and Rivir �9� employed a transient liquid crystal image tech-
nique to obtain the film cooling effectiveness and heat transfer
coefficient distributions on a large scale symmetric circular lead-
ing edge with three rows of film holes. Yu et al. �10� conducted an
experimental study focusing on the effects of diffusion hole ge-
ometry on overall film cooling performance with the blowing ra-
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tios of 0.5 and 1.0. By using the transient liquid crystal technique,
the local distributions of both adiabatic effectiveness ��� and heat
transfer coefficient �hf� were measured. They found that the film
hole with combined forward and lateral diffusion produced a sig-
nificant increase in � and decrease in hf as compared with the
straight circular hole with 30 deg inclination angle. Yuen and
Martinez-Botas �11� performed an experimental study to measure
the heat transfer coefficient �hf� for single jets with streamwise
angles of 30 deg, 60 deg, and 90 deg with a short but engine
representative hole length �L /D=4�. As a further study, Yuen and
Martinez-Botas �12� reported the heat transfer characteristics for a
row of round holes, which were measured on the same experimen-
tal equipment. In their experimental works, the TLC technique
was also employed to obtain the heat transfer distributions.

Although extensive research has been carried out on various
aspects of film cooling, little work was available in the open lit-
erature about the experimental study of the rotation effects, and
this may be due to the great difficulties associated with the experi-
ments. Abhari and Epstein �13� gave their effort to the studies of
the time-resolved heat transfer for cooled and uncooled rotors by
thin heat flux gauges. Their findings showed that the film cooling
reduced the time-averaged heat transfer compared with the un-
cooled rotor on the blade suction surface by as much as 60% but
had relatively little effect on the pressure surface.

The present research aims to experimentally investigate the ef-
fects of rotation to film cooling at different blowing ratios with a
rotating heat transfer test rig, and to the best of the authors’ knowl-
edge, no similar work exists in the open literature. As the start of

a series of research work, a blade with a simple flat test surface
with a cylindrical film hole was employed to eliminate the influ-
ences of film hole geometry, curvature, etc. The wideband ther-
mochromic liquid crystal technique was used in the rotating ex-
periment to measure the film-cooled surface temperature.

2 Experimental Apparatus and Procedure

2.1 Test Rig. Experiments were carried out in the rotating
heat transfer test rig at the National Key Laboratory on Aero-
Engines, Beihang University, China. A schematic of the test rig is
shown in Fig. 1, and it consists of four parts: the air supply sys-
tem, the telemetering data acquisition system, the rotating test
section, and a 30 kW electric motor for power. For the air supply
system, the air was delivered by a three-stage screw compressor
and then led to a pressurized tank. The mainstream air and the
coolant were extracted from the tank independently. The mass flux
of the mainstream was controlled by valves and measured by a
thermal flowmeter, and just before the mainstream inlet, a 30 kW
electric heater with a feedback regulator was installed, enabling a
maximum temperature of 333.15 K at the maximum mass flow
rate of 0.2 kg/s. The cooling air from the pressurized tank was
controlled by valves and measured by a suspended body flowme-
ter. In the experiment, the CO2 was also used as the coolant to
provide a different density ratio. On the test rig a telemetering
instrument was installed to transfer measuring temperature signals
between the rotating frame and the stationary. A carbon brush-
copper collar device was fixed to conduct the current from the

Fig. 1 Schematic view of the test rig

Fig. 2 Configuration of the flat blade
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electic power into the heating plate. The test section was conical,
and the flat blade was placed along the radial direction �see Fig.
1�. The rotating section was driven by a 30 kW electric motor to
reach the operating rotating speed.

2.2 Flat Blade. Figure 2 illustrates the configuration of the
flat blade for the current study. The blade was made of Bakelite,
which had better thermal resistance and insulation characteristics.
The thermal conductivity was k=0.28 W /m K. The front section
of the blade is a circular arc to simulate the flow over the blade
tip. The test region on the blade was flat with a cylindrical film
hole on it. The hole had a diameter of D=4 mm and a length-to-
diameter ratio of L /D=5.75. It was located in the middle of the
blade angled 30 deg along the streamwise direction and 90 deg
along the spanwise direction. The rotational radius of the film hole
was 450 mm. Since the test section was flat, which was different
from the real turbine blade, the pressure surface and suction sur-
face in this study were obtained by means of setting opposite
rotating directions of the test rig. A two layer composite heating
plate, which was 86 mm wide�52 mm long�3 mm thick,
was adhered immediately downstream of the injection hole to fa-
cilitate the investigations of heat transfer coefficient. The upper
layer of the plate was a heating sheet made of a special plastic.
The carbonous slurry was sprayed homogeneously on the plastic
to ensure a uniform heat flux distribution. Two sheets of conduc-
tive silver paste were brushed on both ends of the heating plate as
the electrodes. The heating plate was powered by a direct current
supply. An asbestine sheet with good insulation characteristic was
underneath the heating sheet, and it had a thermal conductivity of
k=0.08 W /m K. To measure the temperature distributions over
the heating plate, the wideband thermochromic liquid crystal was
sprayed onto the heating plate, and it had a color-changing tem-
perature ranging from 30°C to 60°C.

2.3 Data Acquisition System. Figure 3 shows the data acqui-
sition system for the present study. A stroboscopic tachometer was
used to measure the rotating speed. The mass flow rates of main-
stream and coolant were recorded, respectively, by means of an
electric flowmeter and a suspended body flowmeter. Two T-type
�copper-constantan� thermocouples were located upstream of the
blade to measure the mainstream temperature. Prior to the experi-
ment, the thermocouples were calibrated in a constant thermal
bath with a precise platinum resistance thermometer. The coolant
temperature was measured by a T-type thermocouple at the injec-
tion hole entrance of the blade chamber, and its pressure was
obtained from an electric manometer. The mainstream and coolant
temperatures measured by the thermocouples were transmitted
through the telemetering instrument to the stationary receiver. All
the signals measured by the thermocouples and the electric flow-
meter were finally transferred to a computer for data acquisition.
The temperature distributions on the test surface were obtained by
using TLC. And a stationary charge coupled device �CCD� camera
was used to capture the TLC images. The camera had a built-in

flash and was fixed in front of the test section without rotating, as
shown in Fig. 1. In order to capture the images accurately, a syn-
chronous control system was used to trigger the camera and the
flash at the right moment.

2.4 Thermochromic Liquid Crystal Calibration. The
steady-state hue capturing technique was adopted in the present
study. To reveal the relationship between the hue values of the
color image and the temperatures, a calibration experiment was
performed on the actual test surface without the cooling film in-
jection. Considering the working range of the TLC, the surface
temperatures were maintained from 35°C to 60°C with a 1°C
increase each step in the calibration experiment, and four cali-
brated K-type thermocouples with an accuracy of �0.33°C were
mounted on the test surface to measure the temperatures. During
the calibration experiment, when the surface temperature and
color were stabilized, the image of the TLC was captured by a
CCD camera and the corresponding temperatures measured by the
thermocouples were recorded by an Adam4018 module. After the
calibration experiment, the images captured by the CCD camera
were converted from RGB to HSI format, and the corresponding
averaged temperatures were calculated from the four thermo-
couples. Figure 4 illustrates the fitted polynomial curve of the
hue-temperature calibration, and a polynomial to the power of 10
was used.

2.5 Operating Conditions and Experimental
Uncertainties. A complete set of the operating conditions in the
present study is given in Table 1. The measured mass flow rates
were varied from 300 kg/h to 700 kg/h for mainstream and from
0 m3 /h to 1 m3 /h for the coolant. A honeycombed section was
installed in front of the test blade to straighten the flow and deliver
an adequately uniform flow field. At the coolant inlet, the hole

Fig. 3 Schematic of the data acquisition system

Fig. 4 Hue-temperature calibration curve for thermochromic
liquid crystal
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length was 5.75D, which would be long enough for the cooling air
to be fully developed. In the experiment, the rotating speed is
either 0 rpm or 800 rpm.

Following the method of Kline and McClintock �14�, the maxi-
mum experimental uncertainty of the dimensionless heat transfer
coefficient hg /h0 is �10.8%.

3 Results and Discussion
Figure 5 illustrates the coordinate system employed in the

present study. The x-axis is along the mainstream direction, the
y-axis is normal to the test surface, and the z-axis conforms to the
right-hand law. The origin is located at the downstream tip of the
film hole.

3.1 Contour Plots. Figures 6–9 show the contours of the non-
dimensional heat transfer coefficient hg /h0 with CO2 and air in-
jection. The particular cases shown here are Rt=0 and 0.0249 and
M =0.6, 1.0, and 1.6.

3.1.1 Rotating Effects. Figure 6 reveals the rotating effects on
the distributions of the nondimensional heat transfer coefficient
hg /h0 for both CO2 and air injection with a constant blowing ratio
of M =1.0. Figure 6�1� clearly shows the effects of rotation when
we compare the stationary case of Fig. 6�1��a� with the rotating
cases of Fig. 6�1��b� and Fig. 6�1��c�, and a significant deflection
of coolant trajectory could be observed under rotation. Under ro-
tating condition, the flow characteristic of coolant is governed by
three additional forces, i.e., the centrifugal force, the Coriolis
force, and the buoyancy force. The buoyancy force, however, can
be neglected in the present study due to the small temperature
difference between the mainstream and coolant. The main influ-
encing factors are the centrifugal and the Coriolis forces, and they
will push the coolant in the spanwise direction and lead to asym-
metry of the flow downstream and cause the different character-
istics of the heat transfer process.

In Fig. 6�1��b� and Fig. 6�1��c�, it could be concluded that at the

Table 1 Operating conditions

Mainstream temperature 313.15–315.15 K
Coolant temperature 306.15–307.15 K
Reynolds number ReD 3191
Rotation number Rt 0, 0.0249 �800 rpm�
Blowing ratio M 0.4–2.0
Density ratio DR 1.01–1.03 �air�, 1.52–1.54 �CO2�

Fig. 5 Coordinate system

Fig. 6 Distributions of nondimensional heat transfer coefficient hg /h0 with rotating effect, M=1.0
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same blowing ratio the deflection on the suction surface is more
evident than that on the pressure surface. This is mainly due to the
action of the Coriolis force. It is well known that on the suction
surface both the centrifugal force and the Coriolis force point to
the high-radius location. However, on the pressure surface, the
Coriolis force points to the low radius, which is opposite to the
centrifugal force. Therefore, the Coriolis force tends to weaken
the deflection of the film trajectory on the pressure surface but to
strengthen it on the suction surface. Similar conclusions could
also be found in Fig. 6�2�, which shows the contours of hg /h0 with
air injection at Rt=0 and 0.0249.

3.1.2 Blowing Ratio Effects. In the experiment, the effects of
the coolant to mainstream flux ratio on film cooling performance
were investigated, and the blowing ratios used are 0.6, 1.0, and
1.6. Figure 7 shows the hg /h0 contours with CO2 as the coolant.
From this figure it can be seen that in the stationary case �see Fig.
7�1�� the blowing ratio performs negligible influence on the dis-
tributions of hg /h0. However, the obvious variations in hg /h0 only
occurs near the hole region, that is, x /D=0–2, as the blowing

ratio varies. In the rotating case of Rt=0.0249, shown in Fig. 7�2�
and Fig. 7�3�, with the increase in blowing ratio the deflection
angle of film trajectory on the suction surface has no obvious
change. However, on the pressure surface, the deflection angle of
coolant decreases a little. This might be because the Coriolis force
is enhanced with the increase in blowing ratio, which could re-
duce the coolant deflection on the pressure surface.

Figure 8 shows the contours of the blowing ratio effect on
hg /h0 with air injection, and they presented similar characteristics,
as shown above for the CO2 case.

3.1.3 Density Ratio Effects. Figure 9 shows the contours of
hg /h0 with different coolants at Rt=0 and 0.0249. The blowing
ratio is maintained at M =1.0. From the contours in Fig. 9 we
could find that, in the stationary case, the influence of density ratio
on heat transfer coefficient distributions is unobvious at the same
blowing ratio. However, the hg /h0 values are changed with the
variation in density ratio, especially on the pressure surface at
Rt=0.0249 shown in Fig. 9�3��a� and Fig. 9�3��b�. This indicates

Fig. 7 Distributions of nondimensional heat transfer coefficient hg /h0 with blowing ratio effect for CO2 injection
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that the density ratio does not provide a significant influence on
the film trajectory but performs an evident effect on the hg /h0
values.

3.2 Nondimensional Streamwise Heat Transfer
Coefficient. Figure 10 presents the profiles of nondimensional
streamwise heat transfer coefficients for the stationary cases. Lo-
cal heat transfer coefficients are averaged over �0.5D in spanwise
and plotted against the normalized axial distance x /D. The blow-
ing ratio varies from 0.4 to 2.0, varying with a step of 0.2, and the
cooling air used here are CO2 and air. Figure 10�a� presents the
results of hg /h0 with CO2 injection.

In Fig. 10�a�, it can be seen that the overall trend of hg /h0
versus x /D is that it decreases with increasing dimensionless axial
distance from the jet hole, and this is mainly due to the gradual
dissipation of the coolant jet along its path. The exceptions are for
the low blowing ratio cases for M �0.8 where the heat transfer
coefficient experiences a region of increase right after the hole.
This may be due to the cooling film flow transition from laminar
to turbulent. For low blowing ratio cases, the cooling jet remains

attached to the surface, and the interaction with the mainstream
rapidly leads the film into a state of transition. The region of heat
transfer coefficient increase corresponds to the region of flow
transition.

Figure 10�a� also shows that the heat transfer coefficient is
enhanced by the blowing ratio because of the increase in turbu-
lence caused by the coolant jet-mainstream interaction. This is
typical and is in agreement with all earlier studies �3,8�. However,
an interesting point is that hg /h0 does not increase monotonously
with the blowing ratio, and there is a maximum at M =1.4 for our
tests. Below this value, the heat transfer coefficient increases with
the increase in blowing ratio, while, above this blow ratio, the heat
transfer coefficient starts to decrease with blow ratio increase. We
consider this phenomenon as the result of jet detachment from the
wall, and the distribution curves indeed show that there are jet
reattachments at around x /D=1.5–2.0.

Figure 10�b� is the case with air as the coolant. It is clear from
this figure that the trends of hg /h0 versus x /D are quite similar to
CO2, but the air has a higher heat transfer coefficient. This is due
to the fact that air is lighter, and so it has a greater momentum

Fig. 8 Distributions of nondimensional heat transfer coefficient hg /h0 with blowing ratio effect for air injection
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under the same blowing ratio and thus results in higher heat trans-
fer coefficients �15�. Figure 10�b� also indicates that the heat
transfer coefficient versus blowing ratio is much more complex
for air than for CO2.

For CO2, M =1.4 is the blowing ratio where heat transfer coef-
ficient reaches its maximum. For air, the hg /h0 versus the blow
ratio has several extrema instead of only one maximum for CO2.

Figure 11 shows the profiles of nondimensional streamwise
heat transfer coefficient versus x /D under rotation. Similarly, Fig.
11�a� is for CO2 and Fig. 11�b� is for air, and the rotation number
Rt=0.0249 for all the tests.

Compared with Fig. 10�a�, Fig. 11�a� shows a significant
change in heat transfer coefficient due to rotation, especially for
the suction surface. On the pressure surface, we see that the mag-
nitude of heat transfer coefficient is reduced compared with the
stationary case. The dimensionless heat transfer coefficient varies
from 1.1 to 1.4 for the pressure surface and its stationary counter-
part from 1.2 to 2.0. Another change for pressure surface is that
the blowing ratio has smaller effects on heat transfer coefficient,

and all the distribution curves tend to overlap.
The suction surface experiences a dramatic change, as we

would have expected due to the combined action imposed by the
centrifugal force and the Coriolis force. The heat transfer coeffi-
cient for the very near hole region at x /D�1.0 is enhanced espe-
cially for high blowing ratios; for example, there is a 20% in-
crease for blowing ratio M =1.8 at the hole edge. However, this
enhancement is rapidly reduced, and the heat transfer coefficients
are all below the stationary results for the rest of the surfaces for
all blowing ratios. As mentioned above, both the Coriolis force
and the centrifugal force on the suction surface are pointed to the
high-radius direction, and this leads to a great deflection of cool-
ant, and thus we would have expected higher heat transfer coeffi-
cient due to stronger interaction between mainstream and the
cooling jet. Why only enhanced over the near hole region? Re-
examing our data processing method, we speculate that this may
be because we have chosen a too narrow region for data averag-
ing. For each x /D location, we only chose �0.5D in spanwise for
heat transfer coefficient averaging. This is reasonable for the sta-

Fig. 9 Distributions of nondimensional heat transfer coefficient hg /h0 with
density ratio effect, M=1.0
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tionary analysis, but when it is under strong rotation, the film may
be outside this averaging area and may leave much undervalued
heat transfer ability. We may have to choose a much larger area
for averaging for film cooling under rotation, and this area may
have to be oblique to the mainstream.

Figure 11�b� presents the measured values of hg /h0 with the air
injection. On the pressure surface, as shown in this figure, the
values of hg /h0 are again depressed than the stationary results, as
we have seen for the CO2. On the suction surface, the magnitudes
of heat transfer coefficients are also reduced compared with their
stationary counterparts. The hg /h0 decreases rapidly for the first
1D downstream from the film hole, then increases gradually in the
region of x /D=1–3, and finally levels off at far downstream. This
reduction may also be caused by the too narrow averaging area we
chose for data processing, as mentioned above for the CO2 case.

3.3 Blowing Ratio Effects at Different Streamwise
Locations. Figures 12 and 13 present the distributions of nondi-
mensional streamwise heat transfer coefficient versus blowing ra-
tios at different streamwise locations for stationary and rotating
cases, respectively. In these figures, six different streamwise loca-
tions ranging from x /D=0–5 were chosen.

Figure 12 shows the distributions of hg /h0 at Rt=0. In Fig.
12�a� we could find that the hg /h0 with CO2 injection increases
first and then decreases as the blowing ratio varies from 0.4 to 2.0.
The maximum value of hg /h0 corresponds to M =1.4 for all six
streamwise locations. However, the trend of hg /h0 with air injec-
tion is more complicated, and two evident peak values at M
=1.2 and 1.8 can be found in Fig. 12�b�. This might be because
the decrease in density ratio with air injection enhances the turbu-
lence mixing between the mainstream and coolant, which leads to

Fig. 10 Nondimensional streamwise heat transfer coefficient versus x /D
for air and CO2 injection at Rt=0 and different M
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an earlier transition. From Fig. 12, it can also be concluded that
the blowing ratios only give great influences on hg /h0 or a region
not far from the hole with x /D�3.

Figure 13 presents the profiles of hg /h0 versus blowing ratios at
different streamwise locations for the rotating cases. The results
show that for the CO2 injection with the increase in blowing ratio,
the values of hg /h0 increase continuously for the near hole region
with x /D�1 on the suction surface; however, on the pressure
surface the blowing ratio has little influence, as shown in Fig.
13�a�. Figure 13�b� shows the blowing ratio effects for air injec-
tion under rotation. On the pressure surface, the blowing ratio has
evident influences on hg /h0 at all the six streamwise locations,
and the values are fluctuant with the increase in blowing ratios.
However, on the suction surface, the heat transfer coefficients in-
crease slightly with the variation in M values from 0.4 to 2.0 for
the first 2D. However, we have to bear in mind that our data

processing method may have chosen a too narrow area for data
averaging, and we may not have revealed the true picture of varia-
tion.

4 Conclusions
The present experimental study was conducted to investigate

the distribution of heat transfer coefficient for a film-cooled blade
under rotation. The test section is flat with a straight circular hole
angled 30 deg along the streamwise direction. The TLC technique
was used as it reveals a detailed temperature field. The blowing
ratios vary from 0.4 to 2.0, and air and CO2 were used as the
coolant to investigate the effects of the density ratio. We may
draw the following conclusions.

1. For the stationary cases, the blowing ratio has a significant
influence on the convection heat transfer, especially in the

Fig. 11 Nondimensional streamwise heat transfer coefficient versus x /D
for air and CO2 injection at Rt=0.0249 and different values of M
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near hole region of x /D=0–3 in this study. With the in-
crease in blowing ratio, the heat transfer coefficient with
CO2 injection is increased first and then decreased, and the
maximum value of hg /h0 corresponds to M =1.4. However,
for the air injection, there may be more than one peak value.

2. For the rotating cases, the film trajectory has an obvious
deflection in the spanwise direction. And the deflection
angles on the suction surface are much more evident than
those on the pressure surface. This phenomenon can be at-
tributed to the combined action of the Coriolis force and
centrifugal force. The variations in density ratio and blowing
ratios have slight influences on the deflection.

3. The influences of blowing ratio under rotation are more
complicated. For CO2 injection, the magnitude of heat trans-
fer coefficient on the pressure surface is reduced compared

with the stationary case, and the blowing ratio has smaller
effects on the hg /h0 distribution. However, on the suction
surface, the heat transfer coefficient for the very near hole
region at x /D�1.0 is enhanced and then rapidly reduced to
be also below the stationary values. For air injection, rota-
tion also depresses the hg /h0 for both the pressure and the
suction surface. However, on the suction surface, the hg /h0

decreases rapidly for the first 1D downstream from the film
hole, then increases gradually in the region of x /D=1–3,
and finally levels off at far downstream. These heat transfer
coefficient reduction compared with their stationary counter-
parts may be due to the too narrow area we have chosen for
data averaging, and the film may be deflected well outside
this area.

Fig. 12 Nondimensional streamwise heat transfer coefficient versus blow-
ing ratios for air and CO2 injection with different streamwise distance at
Rt=0
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4. The density ratio shows a considerable effect on the stream-
wise heat transfer coefficient distributions especially for the
rotating cases.
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Nomenclature
D � film cooling hole diameter, mm

DR � density ratio

hf0 � heat transfer coefficient in the presence of film
cooling, W /m2 K �hf =q / �Taw−Tw��

hg � heat transfer coefficient in the presence of film
cooling, W /m2 K �hg=q / �Tg−Tw��

h0 � heat transfer coefficient in the absence of film
cooling, W /m2 K �h0=q / �Tg0−Tw0��

k � thermal conductivity, W /m K
L � hole length, mm

M � blowing ratio �M = �	cUc� / �	gUg��
Nc � critical jet momentum, kg m /s

P � hole pitch
q � wall heat flux, W /m2

ReD � Reynolds number �ReD=UgD /
g�
Rt � rotation number �Rt=�D /Ug�

Fig. 13 Nondimensional streamwise heat transfer coefficient versus blow-
ing ratios for air and CO2 injection with different streamwise distance at
Rt=0.0249
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T � temperature, K
U � velocity, m/s

x ,y ,z � Cartesian coordinate system: x, streamwise
direction; y, normal to the wall; z, spanwise
direction, mm

Greek Symbols
	 � density, kg /m3

� � adiabatic film cooling effectiveness ��= �Tg

−Taw� / �Tg−Tc��

 � kinetic viscosity
� � rotating speed, rpm

Subscripts
0 � in the absence of film cooling

aw � adiabatic
c � coolant
g � mainstream
w � wall
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Film-Cooling Flowfields With
Trenched Holes on an Endwall
The leading edge region along the endwall of a stator vane experiences high heat transfer
rates resulting from the formation of horseshoe vortices. Typical gas turbine endwall
designs include a leakage slot at the combustor-turbine interface as well as film-cooling
holes. Past studies have documented the formation of a horseshoe vortex at the leading
edge of a vane, but few studies have documented the flowfield in the presence of an
interface slot and film-cooling jets. In this paper, a series of flowfield measurements is
evaluated at the leading edge with configurations including a baseline with neither film-
cooling holes nor an upstream slot, a row of film-cooling holes and an interface slot, and
a row of film-cooling holes in a trench and an interface slot. The results indicated the
formation of a second vortex present for the case with film-cooling holes and a slot
relative to the baseline study. In addition, turbulence intensity levels as high as 50% were
measured at the leading edge with film-cooling holes and a slot compared with the 30%
measured for the baseline study. A trench was shown to provide improved overall cooling
relative to the no trench configuration as more of the coolant stayed attached to the
endwall surface with the trench. �DOI: 10.1115/1.3068316�

1 Introduction
An endwall near the leading edge of a first stage vane experi-

ences high heat transfer coefficients and high fluid temperatures
from the combustor as a result of the formation of a leading edge
vortex. As the flow in the endwall boundary layer approaches the
vane stagnation location it decelerates as it experiences an in-
crease in the local static pressure. This deceleration is greater
outside of the boundary layer, than in the near-wall region result-
ing in a pressure gradient in the radial direction along the vane.
The pressure gradients result in the flow separating from the end-
wall and turning the flow toward the endwall. The motion of the
horseshoe vortex is one in which the less dense, higher tempera-
ture fluid convects toward the endwall causing an increase in the
local fluid temperature and convective heat transfer coefficient.

Past studies by Friedrichs et al. �1,2� showed that an endwall
leading edge is the most difficult region to cool. This is primarily
because the formation of horseshoe vortices lifts the coolant off
the surface, making it a challenge to cool the endwall. To date a
number of studies have been carried out that have measured the
flowfield at the leading edge but very few in the presence of
film-cooling holes and an upstream slot.

This study is unique as flowfield measurements with film-
cooling holes and film-cooling holes placed in a two-dimensional
transverse slot �trench� are presented. Recent studies by Bunker
�3�, Waye and Bogard �4�, and Sundaram and Thole �5� have
shown that a trench enhances the adiabatic effectiveness levels
when placed on a flat plate �3�, a vane surface �4�, or on an
endwall �5�. Our study focuses on applying the trench geometry at
the leading edge and measuring the resulting flowfield. These
measurements illustrate the leading edge flowfields and the turbu-
lence levels that are modified in the presence of film-cooling holes
and a trench.

The work presented in this paper compares three different lead-
ing edge endwall configurations including an endwall with neither
film-cooling holes nor an upstream slot, an endwall with film-
cooling holes and an upstream slot, and an endwall with film-
cooling holes placed in a trench and an upstream slot.

2 Relevant Past Studies
Due to the formation of horseshoe vortices, the endwall leading

edge is a region of high heat transfer thus making it a challenge to
cool with only film-cooling holes. To enhance film-cooling at the
leading edge, few past studies focused on developing alternate
methods in addition to placing film-cooling holes. These studies at
the endwall leading edge focused on understanding the effects of
coolant injection through continuous and discrete slots. Studies by
Blair �6�, Burd et al. �7�, Oke et al. �8�, and Zhang and Jaiswal �9�
showed that coolant flow from an upstream slot at the endwall
leading edge resulted in cooling only the suction side and not the
pressure side.

Kost and Nicklas �10� and Nicklas �11� were the first to carry
out an endwall study with coolant injection from an upstream slot
in addition to film-cooling holes. They confirmed that the adia-
batic effectiveness levels on the suction side were higher than the
pressure side due to the slot coolant migration. They also showed
that the slot flow intensified the horseshoe vortex as the ejection
through the slot occurred at the saddle point where the boundary
layer was already separated. Colban et al. �12,13� studied the ef-
fect of placing a backward facing slot at the combustor-turbine
interface. They showed that the slot flow enhanced the adiabatic
effectiveness levels on the suction side and eliminated the horse-
shoe vortex at the leading edge. Knost and Thole �14� studied the
effect of leakage flow through a slot at the combustor-vane inter-
face in the presence of film-cooling. They observed that the cool-
ant exited the upstream slot in a nonuniform fashion. This non-
uniformity was associated with the formation of a hot ring around
the stagnation region even in the presence of coolant ejection from
a row of film-cooling holes. A later study by Cardwell et al. �15�
showed that the size of this hot ring can be reduced by decreasing
the width of the upstream slot while maintaining a constant cool-
ant flowrate. This resulted in uniformly spreading the coolant due
to the higher momentum flux ratio associated with the jets.

Rehder and Dannhauer �16� studied the effect of tangential and
perpendicular ejections of leakage flow through a backward facing
slot placed upstream of a cascade. They observed that at a leakage
mass flowrate of 2%, the tangential ejection removed the horse-
shoe vortex and weakened the passage vortex, whereas the per-
pendicular ejection had an opposite effect of strengthening the
horseshoe and passage vortices. A recent study by Kost and Mul-
laert �17� showed that the horseshoe vortex is not intensified if the
upstream slot is placed away from the saddle point of the up-
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stream endwall boundary layer. They reported that a slot placed
further upstream from the vane leading edge results in better at-
tachment of the coolant to the endwall surface. Lynch and Thole
�18� showed that there is a uniform distribution of the coolant
exiting the combustor interface slot when it is placed further up-
stream from the vane stagnation location. They observed that the
adiabatic effectiveness levels downstream of the slot were higher
when the slot was located at a distance of 0.32C from the vane
stagnation location relative to when it was located at a distance of
0.13C. These studies of coolant flow through a slot showed that
effective cooling could be achieved by injecting a two-
dimensional layer of film-cooling over the surface.

Even though leakage flows through upstream slots improved
the effectiveness levels on the suction side, the leading edge es-
pecially along the pressure side was still devoid of coolant flow.
As such, better cooling designs have to be implemented to en-
hance adiabatic effectiveness levels at the leading edge. A study
carried out by Bunker �3� on a flat plate showed that discrete
film-cooling holes placed within a trench gave improved film-
cooling effectiveness levels. Bunker �3� showed that the narrowest
possible trench width relative to the interior cooling hole diameter
is most desirable. Lu et al. �19� investigated the effect of slot exit
area and edge shape on film effectiveness measurements made on
a flat plate. Their study showed that a straight edge exit performed
the best at a blowing ratio of M =1.0, whereas a ramped exit
enhanced the adiabatic effectiveness levels at lower blowing
ratios.

As film-cooling holes in trenches modify the hole exit, there
have been a few studies that have investigated this particular ef-
fect on actual turbine geometries. Waye and Bogard �4� applied
the trench configuration on the suction side of a first stage vane
with varying slot exit configurations. They tested a narrow trench
where the trench wall was at the film-cooling hole exit, a wide
trench where the trench wall was at a distance of one cooling hole
diameter from the hole exit, and a trench with an angled exit.
Similar to Bunker �3� they also found that the narrow trench per-
formed the best relative to a wide and angled exit trench and the
adiabatic effectiveness levels peaked for blowing ratios beyond
M =1.0.

Trenches were also tested on a vane endwall where the flows
are highly three dimensional with intense secondary flows.
Sundaram and Thole �5� studied the effect of trench and trench
depths for a row of film-cooling holes at the leading edge of a
vane endwall. They measured the adiabatic effectiveness levels at
different blowing ratios for trench depths corresponding to 0.4D,
0.8D, and 1.2D and found the adiabatic effectiveness levels to be
highest at a depth of 0.8D. Dorrington et al. �20� also observed
that a trench on a vane surface performs the best at a critical depth
of 0.75D. In addition, film-cooling holes in a trench were found to
reduce the heat transfer to a surface. Harrison et al. �21� measured
the heat transfer coefficient augmentation on a film-cooled vane
surface with and without a trench. They reported that the heat
transfer coefficient augmentations on the vane surface were simi-
lar for the cases with and without a trench. However, as a trench
resulted in higher adiabatic effectiveness levels, the net heat flux
reduction with a trench was higher than the case without a trench
thus indicating lower heat transfer to the surface.

This work focuses on measuring the flowfield at the leading
edge of a vane endwall with a row of film-cooling holes with and
without a trench. The purpose of these measurements is to gain a
greater physical understanding of why the trench design results in
superior cooling performance.

3 Experimental Design and Measurements
Figure 1 shows the experimental set up for this study that con-

sists of a large-scale corner test section attached to a low-speed
recirculating wind tunnel facility. Cardwell et al. �15� and
Sundaram and Thole �5� previously documented the wind tunnel
facility used in this study. The flow in the wind tunnel first passes

through a primary heat exchanger to cool the bulk flow. Down-
stream of the primary heat exchanger is a transition section that
divides the flow into three passages including the primary main-
stream flow and two secondary coolant flows located above and
below the test section. Note that only the top secondary flow
passage was used in this study. Two different temperature settings
were maintained through the primary and secondary channels
while measuring the adiabatic effectiveness levels and flowfield
on the endwall. For the adiabatic effectiveness measurements, the
core flow was heated to 60°C and the secondary flow was cooled
to 20°C. However, for flowfield measurements, the mainstream
and coolant flows were both maintained at 30°C.

The scaled-up test section was attached to a corner of the wind
tunnel facility as shown in Fig. 1. The test section consisted of
two full passages with one center vane and two half vanes. De-
scriptions of the turbine vane geometry, cooling hole geometry,
and operating conditions are provided in Table 1. Kang et al. �22�
and Radomsky and Thole �23� previously documented the details
of the construction and development of the vane test section used
in this study. Similar to the current investigation, these studies
focused on measuring the endwall flowfield along a plane parallel
to the flow and intersecting the vane stagnation location. Kang et
al. �22� measured the flowfield at a freestream turbulence level of
0.6%, whereas Radomsky and Thole �23� measured the flowfield
at a turbulence level of 19.5%. The primary difference between
the current and the past studies �Refs. �22,23�� was the presence of
film-cooling and upstream slot flows at the endwall leading edge.
In addition, the boundary layer in the current study developed
over a 45 deg ramp that contracted the flow channel �refer to Fig.
1�. However, in the previous studies �Refs. �22,23��, the boundary
layer development occurred along a straight channel with no
contractions.

4 Endwall Geometry
The vane geometry in this study consists of top and bottom

endwall surfaces. Figure 2 illustrates the bottom endwall geom-
etry where the adiabatic effectiveness levels and the flowfields
were measured. The bottom endwall was made of low thermal
conductivity �0.033 W/mK� foam for measuring the adiabatic ef-
fectiveness levels and the top endwall was made of plexiglass to

Fig. 1 Illustration of the wind tunnel facility

Table 1 Geometric and flow conditions

Scaling factor 9
Scaled up chord length �C� 59.4 cm
Pitch/chord �P /C� 0.77
Span/chord �S /C� 0.93
Hole L /D 8.3
Hole P /D 3
Rin 2.1�105

Inlet and exit angles 0 deg and 72 deg
Inlet and exit Mach numbers 0.017 and 0.085
Inlet mainstream velocity 6.3 m/s
Upstream slot width 0.024C
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provide optical access to measure the flowfield. Similar to
Sundaram and Thole �5�, the bottom endwall consists of a row of
nine axial film-cooling holes �P /D=3� placed four cooling hole
diameters �X /D=4D� from the vane stagnation location. An up-
stream slot was also placed at a distance of X /D=17 from the
vane stagnation location. Note that the vane stagnation is located
at the origin of the coordinate system shown in Fig. 2. The film-
cooling holes injected at an angle of 30 deg and the upstream slot
injected at an angle of 45 deg with respect to the endwall surface.

Measurements were carried out on three different endwall con-
figurations as shown in Figs. 3�a�–3�c�. Figure 3�a� illustrates an
endwall with no film-cooling holes or an upstream slot and this
will be referred to as the baseline. This leading edge endwall
configuration is similar to the study by Kang et al. �22�. Figure
3�b� illustrates an endwall with film-cooling holes and an up-
stream slot and Fig. 3�c� illustrates an endwall with a row of
film-cooling holes in a trench and an upstream slot. The trench
design adopted in this study is similar to the row trench design
previously described in Ref. �5�. The trenches on a surface can be
manufactured during the application of the thermal barrier coating
�TBC�. In most land based gas turbines the TBC thickness on the
vanes and the blades are on the order of 300 �m. In this study, a
thin piece of balsa wood �0.048 W/mK� was used to simulate a
TBC of thickness 200 �m on the engine scale, corresponding to a
trench depth of h=0.4D.

Two separate plenums were used to control the coolant flowrate
through the upstream slot and the film-cooling holes. The flow
through the upstream slot was set by assuming a discharge coef-
ficient of 0.6 taken as the value for flow through a sharp-edged

orifice. The flowrate through the film-cooling holes was controlled
by setting an inviscid blowing ratio �M� that was based on the
inlet mainstream velocity, Uin. To set the blowing ratio, an invis-
cid coolant jet velocity was calculated by measuring the difference
between total pressure in the plenum and the stagnation pressure
at the vane leading edge.

5 Endwall Adiabatic Effectiveness Measurements
The technique used in our study to measure the adiabatic effec-

tiveness levels has been previously explained in detail by
Sundaram and Thole �5�. A FLIR P20 infrared �IR� camera with a
spatial integration of 0.16 hole diameters �0.073 cm� was used to
spatially resolve the adiabatic temperatures on the endwall. Six
images were taken at each viewing location for averaging pur-
poses, and three viewing locations were required to completely
map the leading edge region on the endwall. The camera was
placed at a distance of 55 cm from the bottom endwall with each
image covering an area of 24�18 cm2 �320�240 pixel reso-
lution�. The infrared images were calibrated using temperatures
directly measured by thermocouples on the endwall. The cali-
brated images were then averaged and assembled using a MATLAB

program to obtain the temperature distribution around the leading
edge. To calculate the adiabatic effectiveness levels, freestream
temperatures were measured at multiple locations along the pitch
using a rake consisting of three thermocouples at span locations of
Z /S=0.25, 0.5, and 0.75. The adiabatic temperature data were
compiled after the system reached steady state, which typically
took 3 h.

To account for conduction losses, a one-dimensional conduc-
tion correction described by Ethridge et al. �24� was applied to all
adiabatic effectiveness measurements. At the entrance to the flow
passage a correction of 0.16 was typical for a measured value of
�=0.9, while along the pressure side a correction of 0.03 was
applied for a measured value of �=0.1. The partial derivative
method described by Moffat �25� was used to calculate the uncer-
tainty associated with the adiabatic effectiveness measurements.
As explained in Ref. �5�, to determine the total uncertainty asso-
ciated with the adiabatic effectiveness levels, individual uncertain-
ties related to the IR images, the thermocouples, and the data
acquisition system were calculated. For these measurements, the
total uncertainties were calculated to be �1.02°C for the images
and �0.62°C for the thermocouple measurements. Uncertainties
in adiabatic effectiveness were then calculated to be ��
= �0.032 for a � value of 0.2 and ��= �0.033 for a � value of
0.9.

6 Endwall Flowfield Measurements
Laser Doppler velocimetry �LDV� was used to measure the

three velocity components associated with the flow. Kang et al.
�22� and Radomsky and Thole �23� previously documented the
LDV system used for this study. The LDV system consists of a 5
W laser and a TSI 9201 Colorburst beam separator. The measured
velocity was processed using a digital burst correlator, which was
controlled using the TSI FIND software. To measure the flowfield,
the flow was seeded with 1 �m diameter olive oil particles. The
three velocity components were measured using a 750 mm focus-
ing lens with a beam expander. The length and diameter of the
probe volume were 850 and 46 �m for the 750 mm lens. A total
of 10,000 data points were measured at each location to compute
the mean and turbulent components of the velocity.

The streamwise �U� and the spanwise �W� velocity components
were measured from the side and the pitchwise �V� component
was measured through the top endwall. To allow measurements to
be made close to the stagnation location, the probe had to be
turned by 18 deg. The probe was also tilted by 7 deg downwards
to facilitate measurements close to the endwall. The tilting of the
probe resulted in transforming the measured spanwise component
by 7 deg in the W-V plane. As a result of turning and tilting the

Fig. 2 Illustrates the endwall design studied at the leading
edge

Fig. 3 Illustrates the three-endwall configurations: „a… base-
line, „b… film-cooling without a trench, and „c… film-cooling with
a trench studied at the leading edge
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probe, the measured velocity components were corrected to obtain
the true velocities using the scheme previously described by Kang
and Thole �26�.

Similar to the adiabatic effectiveness measurements, an uncer-
tainty analysis based on the partial derivative method described by
Moffat �25� was applied to the measured velocities. A 95% con-
fidence interval and 10,000 data points were used to calculate the
uncertainties in the mean and fluctuating velocity components.
The estimate of the bias and precision uncertainties for the mean
streamwise velocity in the near-wall region were 1% and 0.44%,
respectively. In the midspan region, the bias uncertainty was 1%
and the precision uncertainty was estimated to be 0.06% for the
mean streamwise velocity, and 1.0% for the mean pitchwise and
spanwise velocities. In the measurements carried out at the near-
wall region, the precision uncertainties of the fluctuating veloci-
ties were found to be 2% for urms, 1.9% for vrms, and 4.4% for
wrms.

7 Inlet Flow Conditions
For every test condition, the vane static pressure distribution

was verified to ensure a periodic flow through the vane passage.
The inlet boundary layer was measured at an axial distance of
0.6C upstream from the vane stagnation location. At this location,
measurements showed an incident turbulence level of 1.3% and a
turbulence length scale of 4 cm �0.07C�. Figure 4 compares the
streamwise velocity profiles between the current study and the
previous study by Kang et al. �22�. It is seen that in the current
study, the near-wall velocities are higher than the measurements
by Kang et al. �22�. Table 2 compares the inlet boundary layer
characteristics between the current study and the study by Kang et
al. �22�. The boundary layer measured at X /C=−0.6 was �99 /S
=0.25 and was thicker than �99 /S=0.10 measured by Kang et al.
�22� at location X /C=−1. A thicker boundary layer was a result of

the acceleration in the flow caused by the 45 deg ramp that was
located two chords upstream from the vane stagnation location
�refer to Fig. 1�.

Figure 5 shows the variation of the mainstream velocity as the
flow approaches the vane stagnation locations at different span-
wise positions. These measurements were made for the case hav-
ing neither film-cooling holes nor an upstream slot. It is observed
that the flow decelerates at all span locations as it approaches the
vane with the deceleration beginning at X /C�−0.35C. The decel-
eration at the midspan for the current study is compared with
Radomsky and Thole �23� and it is seen that there is a good
agreement between the two studies.

8 Adiabatic Effectiveness Measurements at the End-
wall Leading Edge Junction

The adiabatic effectiveness measurements presented in this sec-
tion were previously reported in Ref. �5�. The adiabatic effective-
ness levels on the endwall leading edge were measured to com-
pare the performance of film-cooling holes with and without a
trench. These measurements were made at varying film-cooling
blowing ratios while maintaining a constant coolant flowrate
through the upstream slot.

Figure 6�a� compares the contours of adiabatic effectiveness
levels for film-cooling holes without a trench at blowing ratios of
M =1.0, 2.0, and 3.0. From Fig. 6�a� it is seen that at a blowing
ratio of M =1.0, the adiabatic effectiveness levels are higher on

Fig. 4 Boundary layer profiles comparing the current study
with Kang et al. †22‡

Table 2 Inlet boundary layer characteristics

Current study Kang et al.a

Measurement location, X /C �0.6 �1.0
Freestream turbulence level 1.3% 0.6%
Boundary layer thickness �� /S� 0.29 0.11
Displacement thickness ��� /S� 0.033 0.017
Momentum thickness �� /S� 0.027 0.011
Shape factor ��� /�� 1.25 1.54
Momentum thickness 5318 2960
Reynolds number �Re��

aReference �22�.

Fig. 5 Variation of the streamwise velocity approaching the
vane stagnation location

Fig. 6 Contours of adiabatic effectiveness levels comparing
the effect of „a… film-cooling holes without a trench and „b… film-
cooling holes with a trench
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the suction side of the endwall than on the pressure side. A lower
static pressure on the suction side forces more coolant to exit the
cooling holes near the suction side than on the pressure side. With
an increase in blowing ratio to M =2.0, the adiabatic effectiveness
levels gradually increase along the pressure and suction sides. A
further increase to M =3.0 results in an increase in effectiveness
levels on the pressure side with a subsequent decrease in the suc-
tion side when compared with M 	2. At high blowing ratios, high
jet momentum results in coolant lift-off from the surface. This
causes the temperature of the coolant to increase as the coolant
mixes with the hot mainstream gases, thereby degrading the adia-
batic effectiveness levels. However, at high blowing ratios, the
adiabatic effectiveness levels increase near the vane-endwall junc-
tion. The enhancements in the effectiveness levels are due to the
leading edge horseshoe vortex that pulls injected coolant back to
the endwall surface. As a result, at high blowing ratios there is anFig. 7 Area-averaged effectiveness comparing the effect of a

trench on leading edge film-cooling

Fig. 8 Comparison of leading edge flowfield superimposed with the streamwise ve-
locity for „a… Kang et al. †22‡, „b… baseline, „c… film-cooling holes without a trench at
M=2.5, and „d… film-cooling with a trench at M=2.5
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increase in the adiabatic effectiveness levels at the vane-endwall
junction but a decrease in effectiveness levels downstream of the
film-cooling holes when compared with low blowing ratios.

To enhance the adiabatic effectiveness levels with cylindrical
film-cooling holes, new cooling hole exit designs have to be
implemented. One such design is the placement of film-cooling
holes in a trench �refer to Fig. 3�c��. From Fig. 6�b� it is seen that
the adiabatic effectiveness levels are comparatively higher in the
presence of a trench than without a trench. This is because the
downstream edge of the trench forms a wall at the cooling hole
exit, which forces the coolant to spread laterally within the trench
before convecting over the endwall surface. It is observed that
even at a high blowing ratio of M =3.0, adiabatic effectiveness
levels downstream of the trenched holes are higher than the case
without a trench.

Figure 7 compares the area-averaged effectiveness levels for
film-cooling with and without a trench at different blowing ratios.
An area-averaged effectiveness value was calculated for the end-
wall leading edge �boxed region in Fig. 6� by averaging the adia-
batic effectiveness levels extending from the suction side to the
pressure side. It is seen that for cylindrical film-cooling holes
without a trench, the adiabatic effectiveness levels plateau at high
blowing ratios. However, in the presence of a trench, the adiabatic
effectiveness levels steadily increase with the maximum enhance-
ment occurring at a blowing ratio of M =2.5. At M =3.0 the effec-
tiveness levels decrease due to possible jet lift-off associated with
higher momentum coolant flow. Overall film-cooling holes in a
trench outperform the case without a trench for a large range of
blowing ratios.

The aim of the work that followed the adiabatic effectiveness
measurements was to measure the leading edge flowfield and un-
derstand the flow physics behind the superior performance of
trenched film-cooling holes. Flowfields were measured at a blow-
ing ratio of M =2.5 as the trench showed the highest adiabatic
effectiveness levels at this blowing ratio and also to understand
the effect of jet lift-off that occurs in the absence of a trench.

9 Flowfield Measurements at the Endwall Leading
Edge Junction

Flowfields were measured for each endwall configuration
shown in Fig. 3. First, the streamwise velocity contours superim-
posed with the flow vectors are compared for each endwall con-
figuration. Next, the variation in the turbulence intensities and the
turbulence kinetic energy are compared at the leading edge and,
finally, the effects of film-cooling with and without a trench on the
leading edge vorticity are discussed.

9.1 Comparison of Mean Velocity Flowfield. The mean ve-
locity flowfield was measured at the endwall leading edge along a
plane parallel to the incoming flow and intersecting the vane stag-
nation location. Figures 8�a�–8�d� compare the contours of the
normalized mean streamwise velocity �U /Uin� superimposed with
the flow vectors for the three-endwall configurations with the
measurements by Kang et al. �22�.

From Figs. 8�a� and 8�b� it is observed that a horseshoe vortex
is formed at the endwall leading edge as the flow approaches the
vane stagnation location. In the study by Kang et al. �22�, the core
of the vortex is located at a spanwise location of Z /S=0.025 and
at a streamwise distance of X /C=−0.08. However, for our base-
line case �Fig. 8�b��, the vortex core is located closer to the end-
wall and the vane surface relative to the study by Kang et al. �22�.
In the baseline study, the vortex core is located at Z /S=0.015 and
at X /C=−0.05. The shift in the vortex location is because the
near-wall velocities in the baseline study are higher than the ve-
locities measured by Kang et al. �22�. It is also observed that the
vortex measured by Kang et al. �22� has a more complete roll up
and is spread over a larger region. The contours in Figs. 8�a� and
8�b� show that for both studies, the velocity gradients near the
vortex core are stronger than the gradients at locations upstream

of the vortex. The contours also indicate that away from the wall,
the U-velocity profiles flatten out as they approach the vane. Note
that near the vane stagnation location there is a significant amount
of turning in the pitchwise direction.

Figure 8�c� shows the flow vectors at the leading edge with
coolant flows from the upstream slot and film-cooling holes. The
blowing ratio through the film-cooling holes was set at M =2.5
and the blowing ratio through the upstream slot was set at M
=0.3, which was based on the inlet mainstream velocity, Uin. At
M =2.5, there is a greater separation of the coolant jets from the
endwall surface when compared with M 	2. As a result, the ef-
fectiveness levels downstream of the film-cooling holes are lower
at M =2.5 than when the cooling holes are operating at M 	2 �see
Figs. 6�a��. The coolant injection results in the formation of dual
vortices located upstream �X /C=−0.07� and downstream �X /C
=−0.02� of the film-cooling holes. A vortex is formed downstream
of the holes as the high momentum jets impede the mainstream
flow creating a low-pressure region near the vane stagnation loca-
tion. The low-pressure region pulls the injected coolant back to
the surface, thus creating a vortex and increasing the effectiveness
levels along the vane-endwall junction �see Fig. 6�a��. It is also
seen that the downstream vortex is larger than the vortex formed
upstream of the film-cooling holes. From the streamwise velocity
contours it is observed that, in the presence of film-cooling, the
velocity gradients near the vane stagnation location are relatively
higher than the gradients in the baseline study.

Fig. 9 Velocity profiles showing the spanwise variation of „a…
U- and „b… W-velocity components
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Figure 8�d� shows the leading edge flow vectors superimposed
with the streamwise velocity contours for film-cooling holes
placed in a trench. The flow vectors indicate that a trench causes
the coolant jets to stay attached to the surface compared with the
jets in the absence of a trench. Better jet attachment results in
higher adiabatic effectiveness levels, even at a blowing ratio of
M =2.5 �see Fig. 6�b��. It should be noted that in the presence of a
trench the downstream vortex disappears. As the coolant jets ex-
iting a trench are better attached to the surface, they do not im-
pede the mainstream flow as much as the jets without a trench and
thus prevent the formation of a downstream vortex. However, be-
cause the boundary layer of the approaching flow separates before
the location of the trenched holes, an upstream vortex still exists
at X /C=−0.06.

Additionally, Figs. 8�c� and 8�d� show that the upstream slot
flow does not affect the mainstream flow approaching the vane
stagnation location. It was previously shown in Fig. 6 that the
coolant from the upstream slot is swept from the pressure side to
the suction side due to the secondary flow within the vane pas-
sage. At low blowing ratios, the coolant flow from the slot is
mainly concentrated in the vane passage toward the suction side
and not around the vane stagnation location. As there is minimal
coolant exiting the slot from upstream of the vane stagnation lo-
cation, the boundary layer stays undisturbed.

Figures 9�a� and 9�b� compare the spanwise variation of U- and
W-velocity components measured at X /C=−0.025 and X /C=
−0.075. X /C=−0.025 is located downstream of the cooling holes
and X /C=−0.075 is located between the upstream slot and film-
cooling holes. It is observed that the U-velocity profile for the

baseline study and the study by Kang et al. �22� resembles a flat
plate turbulent boundary layer. This trend is seen for measure-
ments at both the streamwise locations. In the presence of film-
cooling, the approaching boundary layer is significantly different
than the baseline. At X /C=−0.025, the profiles with film-cooling
with and without a trench show inflection points. Near the leading
edge the coolant jets inject at velocities higher than the main-
stream flow velocities. This causes the near-wall U-velocities to
be higher than the velocities at the midspan and thus the inflection
points along the span. With trenched holes as the jets are better
attached to the surface, the inflection points are closer to the end-
wall. Upstream of the cooling holes at X /C=−0.075, the velocity
profiles for the three-endwall configurations are similar. This in-
dicates that the coolant injection affects the stagnation plane flow-
field only downstream of the cooling holes and the upstream slot
flow has insignificant effects on the approaching mainstream flow.

Another important feature as the flow approaches the stagnation
location is the spanwise variation of the W-velocities. Comparing
the spanwise variation of the W-velocities at X /C=−0.025, it is
seen from Fig. 9�b� that Kang et al. �22� measured higher negative
velocities in the near-wall region than the baseline case. This ex-
plains the higher flow turning observed at the leading edge in the
measurements by Kang et al. �22� relative to the baseline. Ap-
proaching the wall in the presence of film-cooling indicates low
negative velocities followed by an inflection point with a tendency
toward positive velocities. The negative velocities are a result of
the mainstream flow being pulled toward the wall whereas the
positive near-wall velocities are a result of coolant injection. At
X /C=−0.075, the W-velocities are nearly zero for all current stud-

Fig. 10 Comparison of „a… streamwise, „b… spanwise, and „c… pitchwise turbulence levels at the endwall
leading edge
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ies, which shows a weak downward motion of the mainstream
flow. However, the measurements by Kang et al. �22� at X /C=
−0.075 indicate slightly larger negative W-velocities than the
baseline study as the horseshoe vortex in their study was formed
further away from the leading edge at X /C=−0.08.

9.2 Comparison of Turbulence Components. The velocity
profiles at the leading edge show that film-cooling modifies the
near-wall flow characteristics. This in turn causes a variation in
the mainstream turbulence levels at the leading edge. Figure 10
compares the normalized turbulence components measured at
X /C=−0.025 and X /C=−0.075 for the different endwall configu-
rations. The streamwise turbulence component at X /C=−0.025
�refer to Fig. 10�a�� shows that the turbulence levels in the base-
line study are higher than the levels measured by Kang et al. �22�
as the vortex in the baseline study is formed closer to the vane
surface. In the presence of film-cooling, the peak turbulence levels
occur downstream of the cooling holes along the coolant jet tra-
jectory. This is observed for the endwall configurations with and
without a trench. Coolant injection results in the formation of a
shear layer along the interface line between the high velocity cool-
ant jet and low velocity freestream flow. As such, large velocity
gradients exist along this interface line causing the turbulence
levels to be higher. In the presence of a trench as the coolant jets
are more attached to the surface, the peak turbulence levels are
closer to the near-wall region. The turbulence levels away from
the leading edge at X /C=−0.075 are constant along the span for
the three-endwall configurations compared with Kang et al. �22�.
High turbulence levels at X /C=−0.075 were seen by Kang et al.
�22� as they measured their vortex at X /C=−0.08.

For each endwall configuration, the turbulence components at
the leading edge are largely isotropic. Figures 10�b� and 10�c�
compare the spanwise and pitchwise turbulence levels measured

at two streamwise locations upstream from the vane leading edge.
Similar to the streamwise turbulence levels shown in Fig. 10�a�,
the pitchwise and spanwise turbulence levels at X /C=−0.025 are
higher for the baseline configuration than in the measurements by
Kang et al. �22�. For the streamwise turbulence levels at X /C
=−0.075, Kang et al. �22� measured higher spanwise and pitch-
wise turbulence levels than the levels measured in the current
study.

Figures 10�a�–10�c�, show that in the near-wall region a trench
causes the highest velocity fluctuations relative to the other cases
when measured at X /C=−0.025. This is because in the near-wall
region, low velocities and hence low fluctuations exist for all the
cases except for film-cooling holes in a trench. In the baseline
study, low velocities exist as the flow decelerates when it ap-
proaches the vane stagnation location. In the case with film-
cooling without a trench, as the coolant jets are detached from the
surface high turbulence levels occur away from the wall and not
in the near-wall region. As a trench results in better coolant jet
attachment, high turbulence levels are observed in the near-wall
region.

Fluctuations of the three velocity components were combined
to calculate the turbulent kinetic energy �TKE�. The results shown
in Figs. 11�a�–11�d� were normalized by the inlet velocity and
compared with the measurements of Kang et al. �22�. The con-
tours show that Kang et al. �22� �TKEpeak=0.076� measured peak
TKE levels similar to our baseline case �TKEpeak=0.07�. How-
ever, the study by Kang et al. �22� indicates that the vortex in their
study was larger than the baseline study. The contours in Figs.
11�c� and 11�d� show that the highest turbulent kinetic energy
levels occur at the exit of the film-cooling hole. Kinetic energy
levels along the jet-mainstream interface line are similar for stud-
ies with and without a trench. However, the turbulent kinetic en-

Fig. 11 Contours comparing the normalized turbulence kinetic energy for „a… Kang et al. †22‡, „b… base-
line, „c… film-cooling holes without a trench at M=2.5, and „d… film-cooling holes with a trench at M=2.5
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ergy levels decrease away from the endwall and the vane surface.
The spanwise variation of TKE levels was calculated at the two
streamwise locations and is shown in Fig. 12. The trends shown
by the TKE levels at the two streamwise locations were similar to
the trends shown by the turbulence components.

9.3 Comparison of Leading Edge Vorticity. The leading
edge vortex in each endwall configuration is formed at a different
location along the endwall. Calculating the vorticity aids in ascer-

taining the strength of the vortex at the leading edge. A second
order central differencing scheme was used to calculate the vor-
ticity component normal to the stagnation plane �
y�. Figures
13�a�–13�d� show a comparison of the normalized vorticity com-
ponent for the three-endwall configurations with the previous
study by Kang et al. �22�.

In comparing the baseline study with Kang et al. �22�, it is seen
that the peak values of vorticity are similar for both studies. How-
ever, from Figs. 13�a� and 13�b�, it is observed that the vortex
measured by Kang et al. �22� has a more complete roll up and is
spread over a larger region. Figures 13�c� and 13�d� show that in
the presence of endwall film-cooling, the vorticity levels near the
endwall are higher than the baseline case. Figure 13�d� shows that
the highest vorticity levels occur downstream of the trenched
holes. These peak values with trenched holes occur in the near-
wall region at the location of coolant flow reversal as shown by
the secondary flow vectors. The flow reversals result in large ve-
locity gradients thus increasing the vorticity levels downstream of
the trench. The coolant flow exiting the trench reverses upon strik-
ing the vane leading edge and aids in enhancing the near-wall
effectiveness levels.

10 Conclusions
This study was unique in showing the stagnation plane flow-

field with film-cooling injection in the presence of coolant flow
from an upstream slot. Adiabatic effectiveness and flowfield mea-
surements were presented to understand the performance of film-
cooling holes in a trench. Film-cooling holes in a trench resulted
in enhancing the adiabatic effectiveness levels at all blowing ra-
tios compared with film-cooling holes without a trench. Even at a
high blowing ratio of M =2.5, a trench was found to spread the
coolant uniformly on both the suction and pressure sides, thereby
increasing the overall endwall effectiveness levels.

Fig. 12 Profiles comparing the normalized kinetic energy at
the endwall leading edge

Fig. 13 Comparison of normalized vorticity at the stagnation plane for „a… Kang et al. †22‡, „b… base-
line, „c… film-cooling holes without a trench at M=2.5, and „d… film-cooling holes with a trench at M
=2.5
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In order to explain the better performance of a trench, flow-
fields were measured at a high blowing ratio of M =2.5 at the
endwall leading edge. These measurements indicated some clear
differences in the flowfield characteristics at the leading edge. In
the presence of a trench, the coolant jets did not separate as se-
verely from the endwall surface compared with the configuration
without a trench. This explained the higher adiabatic effectiveness
levels caused by the trench. At a high blowing ratio of M =2.5, it
was found that without a trench the coolant penetrated further into
the mainstream flow, thereby rendering much of the coolant inef-
fective. Also, in the absence of a trench, a low-pressure region is
formed closer to the vane stagnation location that results in the
formation of a downstream vortex in addition to a horseshoe vor-
tex formed upstream of the cooling holes. However, placing a
trench caused the downstream vortex to disappear leading to bet-
ter adiabatic effectiveness levels.

These measurements also showed an important result that the
leading edge turbulence levels were isotropic for all endwall con-
figurations. In general, film-cooling resulted in increased turbu-
lence levels compared with the baseline configuration. The near-
wall turbulence levels with a trench were higher than without a
trench as the jets were closer to the endwall. Away from the end-
wall, the turbulence levels were higher for film-cooling holes
without a trench due to the higher coolant trajectory. A trench also
resulted in flow reversals at the leading edge that resulted in high
vorticity levels thereby enhancing the adiabatic effectiveness lev-
els. Due to better coolant jet attachment, trenched holes resulted in
higher adiabatic effectiveness levels even at low blowing ratios
compared with nontrenched holes. As such it can be said that the
use of trenched holes will improve the overall performance of a
gas turbine engine.
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Nomenclature
C � true chord of the stator vane
D � diameter of the film-cooling hole

FC � film-cooling holes
M � blowing ratio based on inlet mainstream veloc-

ity M =� jUj /�inUin
P � vane pitch; hole pitch

Rein � Reynolds number defined as Rein=CUin /
S � span of the stator vane

stag � stagnation plane/point
T � temperature

TKE � turbulent kinetic energy
U and urms � local mean and rms velocities in the

X-direction
V and vrms � local mean and rms velocities in the

Y-direction
W and wrms � local mean and rms velocities in the

W-direction
X ,Y ,Z � fixed Cartesian coordinates

Greek
�99 � boundary layer thickness
�aw � adiabatic effectiveness, �= �T�−Taw� / �T�−Tc�
�� aw � area-averaged effectiveness

 � kinematic viscosity


y � pitchwise vorticity, �U /�Z−�W /�X

Subscripts
aw � adiabatic wall
in � inlet conditions
j � coolant flow through film-cooling holes

E � enhancement
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The Effects of Aerodynamic
Asymmetric Perturbations on
Forced Response of Bladed Disks
Most of the existing mistuning research assumes that the aerodynamic forces on each of
the blades are identical except for an interblade phase angle shift. In reality, blades also
undergo asymmetric steady and unsteady aerodynamic forces due to manufacturing
variations, blending, mis-staggered, or in-service wear or damage, which cause aerody-
namically asymmetric systems. This paper presents the results of sensitivity studies on
forced response due to aerodynamic asymmetry perturbations. The focus is only on the
asymmetries due to blade motions. Hence, no asymmetric forcing functions are consid-
ered. Aerodynamic coupling due to blade motions in the equation of motion is represented
using the single family of modes approach. The unsteady aerodynamic forces are com-
puted using computational fluid dynamics (CFD) methods assuming aerodynamic sym-
metry. Then, the aerodynamic asymmetry is applied by perturbing the influence coeffi-
cient matrix in the physical coordinates such that the matrix is no longer circulant.
Therefore, the resulting aerodynamic modal forces in the traveling wave coordinates
become a full matrix. These aerodynamic perturbations influence both stiffness and
damping while traditional frequency mistuning analysis only perturbs the stiffness. It was
found that maximum blade amplitudes are significantly influenced by the perturbation of
the imaginary part (damping) of unsteady aerodynamic modal forces. This is contrary to
blade frequency mistuning where the stiffness perturbation dominates.
�DOI: 10.1115/1.3068319�

1 Introduction

1.1 Mistuning Research With Aerodynamic Coupling. The
vast majority of turbomachinery blade mistuning studies have
been conducted using only the effect of structural coupling. How-
ever, aerodynamic coupling between blades also influences the
stability and blade amplitudes. The significance of the aerody-
namic coupling effect has been shown in recent literature. For
example, Kielb et al. �1,2� investigated the effect of aerodynamic
coupling on both flutter and forced response using the single fam-
ily of modes approach. The results suggested that the mistuning
effects on flutter and forced response are dependent on the struc-
tural coupling levels. Campobasso and Giles �3� conducted math-
ematical studies of flutter and forced response including the aero-
dynamic coupling effect assuming that the effect of the
aerodynamic force is due to the blade motions of immediate
neighbors. Sladojevic et al. �4� studied the correlation between the
aerodynamic blade-to-blade coupling in mistuned bladed disk as-
semblies and the level of forced response. The analysis showed
that the amplification factors were greatly increased due to aero-
dynamic coupling. He et al. �5� investigated the effects of aerody-
namic coupling on both flutter and forced response problems us-
ing the tuned system modes to calculate the unsteady aerodynamic
forces. For the case studied, aerodynamic coupling showed sig-
nificant effects on the vibration amplitudes. The previous mistun-
ing studies for both structural and aerodynamic coupling are re-
viewed by Castanier et al. �6� and Srinivasan �7�. All of these
studies considered only blade frequency mistuning.

1.2 Aerodynamic Asymmetries Research. CFD analyses to
compute the aerodynamic coupling terms almost always assume

that steady aerodynamic forces from blade to blade are identical.
For unsteady cases, the forces are still identical but with a con-
stant interblade phase angle. Therefore, the CFD calculation as-
sumes aerodynamically “tuned” or symmetric systems. In reality,
bladed disks experience different steady and unsteady aerody-
namic forces from blade to blade. Similar to frequency mistuning,
manufacturing tolerance and operational wears can cause per-
turbed unsteady forces from blade to blade. Intentional mistuning
such as alternate frequency mistuning, which can be a flutter sup-
pression tool, might cause different aerodynamic unsteady forces
due to the changes in mode shape. Therefore, aerodynamic asym-
metry is not considered in most blade design procedures.

However, stability studies due to aerodynamic asymmetry have
received some attention in literature. Fleeter and Hoyniak �8�
studied the effect of variation of circumferential blade spacing. It
was found that alternating blade spacing stabilized a system that
was unstable with equal spacing. Sladojevic et al. �9� investigated
the effect of alternating stagger angle on stability. Small stagger
angle deviations �0.5 deg� did not significantly affect the stability.
However, larger variations �2.0 deg� significantly destabilize the
system.

Kielb et al. �10� conducted a flutter sensitivity study using the
single family of modes approach by perturbing the influence co-
efficient matrix. It was found that a system was stabilized when
the unsteady aerodynamic forces for a single blade were reduced.
The system was also stabilized when the unsteady forces were
alternately perturbed for even and odd blades. However, a desta-
bilizing effect was found when the unsteady aerodynamic forces
for all blades were randomly perturbed. Ekici et al. �11� conducted
stability analysis for cases with alternate blade spacing and stag-
ger angles. Diagonal and off-diagonal terms in the modal force
matrix in the traveling wave coordinate were computed using
CFD techniques. Then, a flutter analysis was conducted using the
single family of modes approach. The alternate blade-to-blade
spacing case showed a stabilizing effect. However, the alternate
blade stagger showed both stabilizing and destabilizing effects on
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the least stable mode depending on the direction of mis-
staggering. Therefore, all of the previous studies of aerodynamic
asymmetries focused on flutter analysis.

In terms of the perturbation of unsteady aerodynamics, forced
response due to the perturbation of the forcing function �engine
order excitation� was studied by Kielb et al. �12�. The assumption
was that the forcing function may be perturbed in both amplitude
and phase due to small deviations in blade geometry by manufac-
turing tolerance or field usage, such as erosion and blending.
Then, the forced responses were computed by nonpure traveling
wave excitation, which is also referred to as forcing function mis-
tuning. This problem can be thought of adding low level noise to
pure traveling wave excitations. The results show that the ampli-
fication factor became significant only when the structural cou-
pling level is very small �i.e., relatively stiff disks�. It was also
found that the forcing function mistuning has a small effect on
frequency mistuned blade responses. However, the study did not
consider the effect of perturbation of the unsteady aerodynamic
forces due to blade motions.

The motivation of this study is to investigate the forced re-
sponse amplification factors from asymmetric perturbation of un-
steady aerodynamic forces due to blade motion and compare the
resulting behaviors with the effect of frequency mistuning. In pre-
vious research, it has been shown that for systems with frequency
mistuning, the blade amplification factor can vary over a broad
range depending on a variety of parameters such as blade mode
shapes, structural and aerodynamic coupling, nodal diameter ex-
citation, and number of blades. The typical maximum amplifica-
tion factor is 1.6–1.8 �60–80% increase in amplitude� due to fre-
quency mistuning. However, this value can become significantly
higher due to strong mode localization, and maximum blade am-
plifications of larger than 3.0 have been observed. Forced re-
sponses due to aerodynamic asymmetries and frequency mistun-
ing will be compared in the section on random force perturbation
for all blades.

The structural reduced order model is based on the single fam-
ily of modes approach developed by Feiner and Griffin �13,14�.
The aerodynamic coupling model is determined using unsteady
CFD simulations �3D RANS �Reynolds-averaged Navier-
Stokes��. Since the structural coupling levels are known to greatly
influence stability and blade response due to frequency mistuning,
three types of structural coupling levels were also investigated.
The aerodynamic asymmetric perturbation shown herein is limited
to a sensitivity study. Thus, the perturbed unsteady forces used in
this paper do not represent the actual unsteady forces calculated
by bladed disks. However, the perturbations used herein are of the
same order as those given by Ekici et al. �11�.

2 Theory

2.1 Modal Equation of Motion for a Bladed Disk. This sec-
tion explains the modal equation of motion for an aerodynami-
cally asymmetric and structurally mistuned bladed disk. The equa-
tion of motion was initially derived for a structurally mistuned
bladed disk to solve flutter and forced response including the aero-
dynamic coupling effect based on the “single family of modes”
approach �1,2�. The single family of approach assumes that the
frequencies of the modes are well separated from other families
�13,14�. Also, it is assumed that the strain energy is primary stored
in the blade, and blade mode shape does not significantly vary.

The reduced order modal equation of motion for forced re-
sponse of a structurally mistuned bladed disk in the traveling
wave coordinates is written as

���0 + �K� − �2�I + �M���Y� = �Fm� + �W� �1�

where ��0� represents the modal stiffness matrix. The structural
damping is added to the diagonal terms of the ��0� as a complex
stiffness.

�r,r
0 = �r

2�1 + i2�r� �2�

where r represents the traveling wave index, which is numbered
from 0 to N−1. �r is the rth tuned system mode frequency due to
structural coupling, which is computed using cyclic symmetry fi-
nite element methods. �r is the structural damping expressed in
terms of the critical damping ratio. �=0.1% is used for the forced
response analyses in this paper. �I� represents the modal mass
matrix, which is typically the identity matrix, and � is the excita-
tion frequency. ��K� and ��M� represent the perturbations in the
modal stiffness and mass matrices due to structural mistuning.
The effect of structural mistuning is compared with the effect of
aerodynamic asymmetric perturbation in the section on random
force perturbation for all blades.

The vector �Y� is the complex modal displacements expressed
in traveling wave coordinates. For a perfectly tuned and symmet-
ric system both structurally and aerodynamically, the blades have
the same amplitude by a constant interblade phase angle. The
interblade phase angle is a function of traveling wave index and
the number of blades and is expressed as

�r =
2�r

N
�3�

�Fm� is the modal force vector due to blade motion, and �W� is the
modal force vector due to external excitation such as wake pass-
ing �engine order excitation�. In general, the modal force due to
the blade motion is assumed to have identical unsteady aerody-
namic forces from blade to blade with a constant interblade phase
angle shift. In traveling wave space, the modal force vector be-
comes

�Fm0� = �Am0��Y� �4�

where

�Am0� = �
a0

a1

�

aN−1

� �5�

The diagonal matrix �Am0� contains the traveling wave unsteady
aerodynamic coefficients, which are usually determined by CFD
analysis. ar represents the complex unsteady force term for the rth
interblade phase angle computed using the mode shape and fre-
quency. The unsteady aerodynamic coefficient ar is computed by
integrating the dot product of the local mode shape with the un-
steady pressure pr times the incremental area in the direction of
the local normal n.

ar = −
1

mr
	 � · �prn�dA �6�

The positive and negative values of the real part of the modal
forces represent the softening and stiffening effects, respectively,
at the corresponding traveling wave indices. Similarly, the posi-
tive and negative values of the imaginary parts represent destabi-
lizing and stabilizing effects, respectively.

In reality, blades experience asymmetric unsteady forces re-
ferred to as an aerodynamic asymmetry �10�. Therefore, the modal
force vector �Fm� is expressed by summing the symmetric �tuned�
and asymmetric �mistuned� aerodynamic matrices as

�Fm� = �Am��Y� = ��Am0� + �Âm���Y� �7�

The �Am� matrix is a full matrix that represents modal coupling
effects. Then, the equation of motion with both frequency mistun-
ing and aerodynamic asymmetries becomes

���0� + �Â� − �Am0� − �Âm� − �2�I���Y� = �W� �8�

The frequency mistuned matrix �Â� can be expressed by the fre-
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quency variation in each individual blade/disk sector �13�.
The aeroelastic eigenvalues �frequency and damping� and their

mode shapes can be computed by solving

���0� + �Â� − �Am0� − �Âm� − �2�I���Y� = �0� �9�
The blade forced response due to engine order excitation can be
computed as

�Y� = ���0� + �Â� − �Am0� − �Âm� − �2�I��−1�W� �10�
The blade responses are calculated as amplification factors, which
are the ratio of mistuned to tuned blade amplitude. The tuned
magnitude for a single pure traveling wave excitation is given as


yr,tuned
 = � wr

2�r�r
2 − Im�ar�

� �11�

where wr is the modal forcing function for the nodal diameter of
interest. Since the problem is linear and the goal is to find the ratio
of mistuned to tuned, a magnitude of 1 can be used for wr. In this
paper, aerodynamic asymmetry is only applied to unsteady aero-
dynamics due to blade motions. Therefore, unsteady aerodynamic
forcing functions are assumed to be symmetric, hence, pure nodal
diameter excitations. The mistuned amplitudes are normalized by
different tuned amplitudes as the nodal diameter excitation
changes, since the tuned system frequency �r and unsteady aero-
dynamic coefficient ar vary as nodal diameter excitation changes.
�r is assumed to be the same for all nodal diameters in this paper.

The physical blade displacements can be obtained by transfer-
ring the traveling wave displacement to physical coordinates as

�X� = �E��Y�, Es,r = e−i�rs �12�

where �E� is the discrete Fourier transformation matrix �15�.

2.2 Methods of Aerodynamic Asymmetric Perturbations.
This paper focuses on a sensitivity study due to a perturbed aero-
dynamic matrix. The aerodynamic matrix shown herein does not
represent the actual physical aerodynamically asymmetric system.
Forced responses analysis using the actual �Am� matrix computed
by CFD given by Ekici et al. �11� is the subject of future research.
For the sensitivity study, the unsteady aerodynamic forces due to
blade motion will be perturbed in the physical coordinates rather
than in the traveling wave coordinates. The representation of the
unsteady aerodynamic forces in the physical coordinates can be
understood physically since they represent the actual forces on
blades.

The physical aerodynamic force matrix can be computed as

�Ax
m0� =

1

N
�E��Am0��E�� �13�

The resulting matrix �Ax
m0� is known as the influence coefficient

matrix.

�Ax
m0� = �

a0,0
0 a0,1

1 a0,2
2

¯ a0,N−1
N−1

a1,0
N−1 a1,1

0 a1,2
1

¯ a1,N−1
N−2

a2,0
N−2 a2,1

N−1 a2,2
0

¯ a2,N−1
N−3

] � � � ]

aN−1,0
1 aN−1,1

2 aN−1,2
3

¯ aN−1,N−1
0

� �14�

The diagonal terms represent the unsteady aerodynamic force due
to the motion of the blade itself �blade 0 to N−1�. The blade N
−1 is identical to the blade �1. For example, the first row repre-
sents the unsteady forces on the zeroth �reference� blade. The
entry �0,0� represents the force due to its own motion. �0,1� is the
force on the zeroth blade due to motion of blade 1. This contri-
bution of unsteady force on blades is known to be dominated by
the reference blade and its adjacent blades �16�. Thus, the tridi-
agonal terms generally dominate. The real and imaginary parts of
each entry represent the frequency and damping due to blade mo-
tions. For turbomachinery blades, the imaginary part of the diag-

onal terms is generally negative. Thus, the motion of the blade
itself has self-stabilizing effects. If aerodynamically symmetric,
the matrix is circulant.

In this paper, the influence coefficient matrix was perturbed
similarly to the previous sensitivity study on flutter �10�. The three
perturbation types are force perturbation on a single blade, sym-
metric group force perturbation for even and odd blades, and ran-
dom force perturbation for all blades.

The first type is when the force on a single blade �reference
blade or blade 0� is perturbed. The forces on the reference blade
and forces due to other blades on the reference blades are shown
in the first row and first column of the influence coefficient matrix.
The rest of the entries are unperturbed.

The second type is when the forces for even and odd blades are
perturbed as shown in

�Ax
m� = �

ae,e
0 ae,o

1 ae,e
2

¯ ae,o
N−1

ao,e
N−1 ao,o

0 ao,e
1

¯ ao,o
N−2

ae,e
N−2 ae,o

N−1 ae,e
0

¯ ae,o
N−3

] � � � ]

ao,e
1 ao,o

2 ao,e
3

¯ ao,o
0
� �15�

The forces on the blade with the subscripts �e ,e� and �o ,o� are
perturbed. In this case, the resulting influence coefficient matrix
becomes a block circulant matrix.

The third type is when the forces for all blades are perturbed
randomly. The force perturbation of each entry is applied to all
entries for both real and imaginary parts based on their magni-
tudes. Random perturbations are assumed to be normally distrib-
uted and uncorrelated. Monte Carlo simulations were conducted
for this case.

This paper focuses on performing sensitivity study without ac-
tually calculating the perturbed matrix by CFD. Ekici et al. �11�
computed the actual perturbed influence coefficient matrix due to
alternately spaced blades. When the influence coefficient is nor-
malized by the magnitude symmetric influence coefficient, the
differences between symmetric and perturbed cases were 	4% for
the blade itself, 50% for force due to the motion of +1 blade, and
103% for the force due to the motion of +2 blade. Therefore, the
amount of perturbation of influence coefficients becomes larger as
one goes away from the reference blade. In this paper, for the
single blade perturbation, forces related to the reference blade will
be reduced by 50%. For the even and odd blades’ perturbation,
their forces will be perturbed by 	25%. For the random pertur-
bation for all blades, three levels of standard deviation of 5%,
10%, and 15% will be applied. Therefore, the perturbation
amounts used herein for sensitivity studies are larger for the diag-
onal terms and of the same order of those for the real CFD results
for off-diagonal terms.

Finally, unsteady aerodynamic modal forces in traveling wave
space can be recovered as

�Am� =
1

N
�E���Ax

m��E� =
1

N
�E���Ax

m0 + Âx
m��E� �16�

The resulting modal force matrix in traveling wave coordinates is
no longer diagonal. The flutter and forced response due to the
aerodynamic asymmetric perturbation are then calculated using
the full modal force matrix using Eqs. �9� and �10�.

3 Case Studies
The representative rotor consists of 34 blades, and the blade

alone frequency is 977 Hz. Figure 1 shows the tuned system mode
frequencies as a function of nodal diameter for the first flex mode.
The level of structural coupling is expressed by the frequency
separation parameter, �f , which is computed as the frequency
between the maximum and minimum and normalized by the av-
erage frequency. The frequency separation parameters are 1.95%
for a stiff disk and 4.9% for a flexible disk. The mode shapes are
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blade dominated modes, and hence, the strain energy is primary in
the blades at all nodal diameters. These families of modes are
assumed to be isolated from neighboring families. Therefore, the
modal coupling effect from other families due to structural mis-
tuning is negligible. If the disk is infinitely stiff �aerodynamic
coupling only�, the tuned system frequency at all nodal diameters
becomes the blade alone frequency of 977 Hz. The effect of struc-
tural coupling levels will be investigated in the later sections by
considering the infinitely stiff, stiff, and flexible disks.

Figure 2 shows the unsteady aerodynamic traveling wave
modal forces for the stiff and flexible rotors, which were com-
puted using the first flex mode shape and blade alone frequency of
977 Hz. The modal forces are assumed to be the same for the stiff
and flexible rotors. The positive nodal diameter indicates a for-
ward traveling wave �FTW�, and the negative indicates a back-
ward traveling wave �BTW�. Since the imaginary parts of the
modal forces are all negative, these two rotors are stable without
structural damping at all nodal diameters.

Figure 3 shows the aeroelastic eigenvalues for the stiff disk by
assuming that no structural damping exists in the system. The
corresponding nodal diameters are labeled. Stiffening effects are
observed at higher nodal diameter modes. All nodal diameter
modes are stable because the aeroelastic damping values are posi-
tive. The damping becomes larger as the nodal diameter increases.

Figure 4 shows the tuned blade amplitudes for all nodal diam-
eters for the three types of structural coupling, which were com-
puted by Eq. �11�. All of the later forced response results will be
normalized by the corresponding tuned amplitudes. For the per-

fectly structurally and aerodynamically symmetric system, the
maximum tuned response is produced by a 1ND excitation using a
flexible disk. The tuned amplitudes decrease as nodal diameter
increases due to higher aerodynamic damping that can be ob-
served in Fig. 2, where the imaginary part of modal force is maxi-
mum at 1ND. It can be seen that the addition of structural cou-
pling shows only a small effect at small nodal diameters.

4 Forced Response Results

4.1.1 Single Blade Perturbation. The unsteady aerodynamic
forces for the reference blade �zeroth blade� were reduced by
50%. Therefore, the real and imaginary parts in the first row and
first column of the influence coefficient matrix shown in Eq. �14�
were reduced by 50% from the symmetric values.

Figure 5 shows the frequency response function �FRF� for the
stiff disk that was subjected to a 12ND FTW excitation. The maxi-
mum blade amplification of 1.3 was produced by the reference
blade at an excitation frequency of 975.9 Hz. Amplifications of
the adjacent 	1 blades became the next greatest at 975.7 Hz for
+1 and 976.5 Hz for �1 blade. No secondary resonant peak was
observed.

Figure 6 shows amplification factors for all blades at the exci-
tation frequency of 975.9 Hz. �	17 blade is the same blade.� The
amplification factor of the reference blade increased as well as
adjacent 	1 blades. The influence of amplification factors is clear
within 	3 blades. The rest of the blade amplification factors be-

Fig. 1 Tuned system mode frequencies for stiff and flexible
rotors versus nodal diameter

Fig. 2 Unsteady aerodynamic modal forces due to blade mo-
tion for first flex mode versus nodal diameter

Fig. 3 Aeroelastic eigenvalues for stiff disk without structural
damping for all nodal diameters

Fig. 4 Normalized tuned blade amplitude versus nodal diam-
eter excitations
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come almost the same as the symmetric amplification factor of 1.
Figure 7 shows the maximum blade amplifications using three

structural coupling levels as a function of all nodal diameter ex-
citations. For stiff and flexible disks, the amplification factors be-
tween 	6 nodal diameter excitations are almost the same as the
tuned case. In these cases, the maximum amplifications were not
produced by the reference blade. The blade amplifications become
higher when the system was subjected to higher nodal diameter

FTW and BTW excitations. In these cases, the reference blade
became the maximum response. When no structural coupling ex-
ists in the system �aerodynamic coupling only�, the blade ampli-
fication increases as nodal diameter increases. The maximum am-
plification became 1.84 at a 16ND FTW excitation.

Reduction in the aerodynamic damping by 50% on the refer-
ence blade does not double the amplification as a single degree
freedom system because the amplification factors are still sup-
pressed due to the aerodynamic damping effects from the motions
of the neighboring blades. However, for the infinitely stiff disk,
the behavior becomes similar to the single degree freedom system
as nodal diameter increases. In fact, the trend of amplifications as
a function of nodal diameter for the aerodynamic coupling only
case matches the trend of the imaginary parts of the modal forces
shown in Fig. 2 when they are inverted. Therefore, the larger the
aerodynamic damping in the symmetric case, the higher the blade
amplification due to the single blade force perturbation. The am-
plification factors are much more suppressed when structural cou-
pling exists. It should be noted that each amplification factor is
normalized by different tuned amplitudes as shown in Fig. 4 be-
cause the tuned amplitude varies as nodal diameter excitation
changes.

4.1.2 Symmetric Group Force Perturbation. The amplification
factors of the blade responses were computed to investigate the
effect of symmetric group force perturbation. The unsteady aero-
dynamic forces were perturbed by increasing even blades by 25%
and reducing odd blades by 25%. When the block circulant matrix
as shown in Eq. �15� is transferred to the traveling wave coordi-
nate using Eq. �16�, the resulting modal force matrix can be con-
sidered as 2
2 matrices as shown in Eq. �17�. It can be noticed
that mode i will only be coupled with the mode i+N /2.

�Am� = � ai,i ai,i+N/2

ai+N/2,i ai+N/2,i+N/2  �17�

Figure 8 shows the FRF for a stiff disk when subjected to 9ND
FTW excitation. The amplifications for even and odd blades were
clearly split into two different amplitudes. Their resonant ampli-
tudes and frequency were 1.18 at 973.1 Hz for odd blades and
0.88 at 973.5Hz for even blades. Thus, the blades with reduced
unsteady forces produced higher amplification factors, and for in-
creased unsteady forces produced less amplification factor.

Figure 9 shows the maximum blade amplifications as a function
of all nodal diameters. When structural coupling exists in the sys-
tem, the amplifications are strongly influenced by nodal diameter
excitations. For stiff and flexible disks, the amplification becomes
highest at �8 and +9 nodal diameter excitations and their imme-
diate neighbors. For the rest of nodal diameters, the amplification
factors did not increase. According to Eq. �17�, +9 and �8 are the

Fig. 5 FRF for all blades due to single blade force perturbation
reduced by 50% that is subjected to a 12ND FTW excitation

Fig. 6 All blade amplifications at resonant frequency due to
single blade force perturbation reduced by 50% that is sub-
jected to a 12ND FTW excitation

Fig. 7 Maximum blade amplifications due to single blade force
perturbation reduced by 50% versus nodal diameter excitations

Fig. 8 FRF for all blades due to symmetric group force pertur-
bation by �25% that is subjected to a 9ND FTW excitation
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coupled nodal diameters. In fact, the modal coupling pairs of �8,
�9�, �9, �8�, and �10, �7� nodal diameters have less frequency
separations between the two modes, which can be confirmed in
Fig. 3. Figure 9 shows that only those combinations of nodal
diameters show an increase in amplification factor. Other combi-
nations of modal coupling are not close enough in frequency to
increase in amplitude. When no structural coupling exists in the
system �aerodynamic coupling only�, the amplification factors in-
crease at all nodal diameter excitations. The highest amplification
factor was observed as 1.28 when subjected to 14 and 15 nodal
diameter FTW excitations. For the 14 nodal diameter excitation,
the blade amplification became 0.77 for even and 1.28 for odd
blades.

4.1.3 Random Force Perturbation for All Blades. Amplifica-
tions of blade responses were calculated to investigate the effect
of randomly perturbed aerodynamic asymmetries. The standard
deviations applied at all entries of the real and imaginary parts of
Eq. �14� were based on their magnitudes of the complex value,
and it is assumed to be normally distributed. 1000 Monte Carlo
simulations were conducted. At each simulation, the maximum
blade amplifications were selected, and the order of the 1000
maximum amplifications were sorted to find the 95 percentile
amplifications.

Figure 10 shows the FRF for a stiff disk, which is subjected to
a 3ND BTW excitation by applying a standard deviation of 15%
by aerodynamic asymmetries. The results were compared with the
effect of frequency random mistuning of a standard deviation of

1%, which would be considered the variation in manufacturing
tolerance. Both results represent the 95 percentile amplification
factors of 1000 Monte Carlo simulations. For the aerodynamic
asymmetries, the maximum amplification of 1.23 was experienced
by blade 23 at an excitation frequency of 960.3 Hz. No secondary
resonant peaks were observed. On the other hand, the results of
frequency mistuning showed that multiple peaks were observed
over a broad range of excitation frequencies. The maximum am-
plification factor of 1.63 was produced by blade 7 at the excitation
frequency of 958.3 Hz.

Figure 11 shows the blade amplifications due to aerodynamic
asymmetries and frequency mistuning for a stiff disk at each reso-
nant frequency. For aerodynamic asymmetries, the blade amplifi-
cation factors show global responses whose blade amplifications
are nearly the same. Thus, the maximum blade amplification fac-
tor at blade 23 is not a localized response. However, for frequency
mistuning, significant mode localizations were observed at blade
7, and most of the blades became less than the tuned amplification
factor.

Figures 12 and 13 show the amount of the perturbed imaginary

parts of the influence coefficient matrix, Âx
m for top and bottom

views, respectively. The top view shows how much imaginary
parts are added, and the bottom view shows how much imaginary
parts are reduced. Diagonal terms represent the differences of self-

Fig. 9 Maximum blade amplifications due to symmetric group
force perturbation by �25% versus nodal diameter excitations

Fig. 10 FRF for all blades due to random aerodynamic asym-
metric force perturbation and frequency mistuning that are
subjected to a 3ND BTW

Fig. 11 All blade amplifications at resonant frequency due to
random aerodynamic asymmetric force perturbation and fre-
quency mistuning that are subjected to a 3ND BTW

Fig. 12 Top view of perturbed forces of imaginary parts of in-
fluence coefficient matrix
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damping. The maximum blade amplification factor for a stiff disk
due to aerodynamic asymmetric perturbation was found to be 1.23
at blade 23 as shown in Fig. 11. It can be seen that the self-
damping at blades 2 and 27 is significantly reduced as shown in
Fig. 13. However, their amplification factors did not become sig-
nificantly high due to the coupling effect from neighboring blades.
In fact, the imaginary part for blade 23 was reduced drastically,
but the self-damping of blade 24 also was reduced. Therefore,
blades 23 and 24 both became high amplification factors as shown
in Fig. 11.

Figure 14 shows the cumulative distribution function of the
1000 maximum blade amplifications for a stiff disk subjected to a
3ND BTW excitation for aerodynamic asymmetries and frequency
mistuning. Each line represents the 1000 maximum blade ampli-
fication factors computed using a standard deviations of 5%, 10%,
and 15% for aerodynamic asymmetries and 1% for frequency mis-
tuning. For frequency mistuning, the amplification factors in-
crease significantly and the 95 percentile response becomes 1.63.
For aerodynamic asymmetries, for the standard deviation of 5%,
the maximum blade amplifications increase, and the 95 percentile
response becomes only 1.07. For the larger standard deviations of
10% and 15%, the maximum blade amplifications became larger,
especially at higher cumulative probabilities. Thus, the maximum
blade amplification increased as random aerodynamic asymmetric

perturbation level increased. However, the system showed much
more sensitivity of amplification factors to frequency mistuning
than aerodynamic asymmetric perturbations.

Figure 15 shows the 95 percentile maximum blade amplifica-
tion factors for three structural coupling levels as a function of
nodal diameter excitations by applying a standard deviation of
15% due to aerodynamic asymmetries. For stiff and flexible disks,
no significant amplifications were observed. The amplifications
became higher within 	3 or higher nodal diameters. For an infi-
nitely stiff disk, the amplifications at all nodal diameter excita-
tions increased significantly. For all structural coupling cases, the
amplification factors were nearly the same at all nodal diameters.

Figure 16 shows the effect of aerodynamic asymmetries on a
structurally mistuned system. The results show the 95 percentile
maximum blade amplification factors for a stiff disk as a function
of nodal diameter excitation by applying frequency mistuning
only or both frequency mistuning and aerodynamic asymmetry
perturbation. The case of only frequency mistuning significantly
increases the amplification factor at all nodal diameters compared
with those by only aerodynamic asymmetries as shown in Fig. 15.
High amplification factors are observed such as 1.76 at +16ND
and 1.68 at �2ND. When aerodynamic asymmetries due to a
standard deviation of 15% are added, the 95 percentile amplifica-
tion factors increased at all nodal diameters. However, the behav-
ior is still predominantly determined by frequency mistuning
rather than aerodynamic asymmetric perturbations.

Fig. 13 Bottom view of perturbed forces of imaginary parts of
influence coefficient matrix

Fig. 14 CFD of maximum blade amplifications due to random
aerodynamic asymmetric force perturbation and frequency
mistuning that are subjected to a 3ND BTW

Fig. 15 95 percentile of maximum blade amplification factors
due to random aerodynamic asymmetric force perturbation
versus nodal diameter excitations.

Fig. 16 95 percentile of maximum blade amplification factors
due to random aerodynamic asymmetric force perturbation and
frequency mistuning versus nodal diameter excitations
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5 Summary and Conclusions
This paper presents the results of the effects of aerodynamic

asymmetric perturbations on forced response for bladed disks and
blisks. The high fidelity model includes both structural and aero-
dynamic coupling based on the single family of modes approach.
The aerodynamic asymmetry perturbations were applied in the
influence coefficient matrix. The resulting unsteady aerodynamic
matrix is generally full.

For the case of force perturbation for a single blade, amplifica-
tions of the reference blade and its adjacent blades increased when
the unsteady forces were reduced by 50% for the reference blade.
However, inclusion of structural coupling greatly suppressed the
amplification. No significant modal coupling effect was observed.

For the case of symmetry group force perturbation, the behavior
was found to be monotonic such that the blade amplifications
increased because their unsteady forces were reduced for odd
blades, and amplifications decreased when their unsteady forces
were increased for even blades. A modal coupling effect was ob-
served only when the two tuned system modes are close in fre-
quency.

For the case of random force perturbation for all blades, the
blade amplifications increased as the random perturbation level
increased. Therefore, the behavior was similar to that of frequency
mistuning. However, even 15% of random perturbation level did
not produce significant blade amplification factors. No significant
localized responses were observed. The amplification factors were
dominated by frequency mistuning when the system was per-
turbed both structurally and aerodynamically.

For all the cases, increased structural coupling showed benefi-
cial effects to suppress the maximum blade amplifications. For
most of the cases, the maximum blade amplifications were ob-
served when the aerodynamic damping on the blade itself was
reduced. Thus, the maximum blade amplifications were predomi-
nantly determined by perturbation of the imaginary part of the
unsteady aerodynamic forces. No significant mode localization
effects were found.

Nomenclature
ar � unsteady aerodynamic coefficients, traveling

wave space
ai,i � unsteady aerodynamic block matrix, traveling

wave space
as,k

n � force on blade s due to motion of blade k

Â � frequency mistuning matrix
Am � aerodynamic force matrix in traveling wave

space

Âm � mistuned aerodynamic matrix in traveling
wave space

Ax
m � aerodynamic force matrix in physical blade

space

Âx
m � mistuned aerodynamic matrix in physical blade

space
E � discrete Fourier transformation matrix

Fm � aerodynamic modal forces due to blade motion
i � imaginary unit
I � identity matrix �tuned mass matrix�

�f � frequency separation parameter
�K � stiffness matrix perturbation due to mistuning
�M � mass matrix perturbation due to mistuning

mr � modal mass

N � number of blades
pr � unsteady pressure
r � traveling wave index

W � modal force vector due to external excitation
X � blade displacement, physical blade coordinates
Y � modal blade displacement, traveling wave

coordinates
� � complex frequency

�0 � tuned stiffness matrix
�r � interblade phase angle
� � mode shape
� � critical damping ratio
0 � tuned or symmetric
� � complex conjugate
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Investigations on the Discharge
and Total Temperature Increase
Characteristics of the Labyrinth
Seals With Honeycomb and
Smooth Lands
The viscous work generated by the rotating components of a seal not only represents a
direct loss of power but also causes an increase in the total temperature of fluid (windage
effect). In order to study the discharge and total temperature increase characteristics of
the stepped labyrinth seals with smooth and honeycomb lands, 3D Reynolds-averaged
Navier–Stokes solutions from CFX is used in this work. At first, the influences of the inlet
preswirl, leakage flow rate, and rotational speed on the total temperature increase in the
convergent and divergent stepped labyrinth seals with smooth and honeycomb lands are
conducted. The obtained 3D numerical results are well in agreement with the referenced
experimental data. It shows that the utilized numerical approach has sufficient precision
to predict the total temperature increase in seals. Then, a range of pressure ratios and
four sizes of sealing clearance are performed to investigate the effects of sealing clear-
ances and pressure ratio impact on the discharge and total temperature increase of the
stepped labyrinth seals with honeycomb and smooth liners. �DOI: 10.1115/1.3068320�

1 Introduction
Nowadays, the increasing demands of performance and fuel

efficiencies for the gas turbine engine lead to an increase in core
flow temperature. In order to protect the turbine airfoil from ther-
mal stress fields created by exposure to the combustion gases,
more and more advanced cooling technologies are introduced by
the researchers. However, achievements of enhancing cooling for
the gas turbine engine will encounter the windage heating effect in
seals. In the internal cooling air system, seals serve the purpose of
metering the cooling air to prevent hot air ingress. The viscous
work generated by the rotating components, the so-called windage
heating effect, will induce an increase in the total temperature of
the fluid. It degrades the cooling quality and in turn necessitates
increasing the quantities of cooling flow extracted from the main
gas path. Neglect of such effect will decrease the lifetime of
blades working in a high temperature environment. Second, the
cooling air is contaminated by the labyrinth seal leakage flow and
then passes into the blades or interstage cavities for the purpose of
cooling. The heat transfer characteristics in the next gas path are
directly affected by the former outlet temperature and exit swirl.
As a result, cooling air temperature is the most important infor-
mation for a gas turbine designer or researcher to evaluate the
cooling quality of the components and quantity of the cooling
flow. Hence it is crucial to study the total temperature increase
characteristic in the seal.

There are many factors that can affect windage effect. One of
these factors is the inlet preswirl. The positive preswirl will de-
crease the total temperature difference between seal inlet and out-
let �1–3�. Another factor is the swirl development in the seal
chamber. Moreover, for interstage seals, the exit swirl can change
the incidence angle of the main flow into the downstream blades,

thereby generating stage loss �4�. Empirical results as well as
theoretical analysis have shown that other factors, such as pres-
sure ratio, seal geometry, rotational speed, and thermodynamic
parameters, may impact the discharge characteristics �5–7� and
temperature distributions �8� of a seal. Many simple correlation
equations based on the experimental data were derived and used
to predict the performance of the seal. However, these equations
require empirical corrections to have the prediction match the ex-
perimental results. And different researchers may choose different
correction factors for different seals �1�. Therefore, it is hard to
decide the factors for every new design. Recently, the progress of
computer and computational fluid dynamics �CFD� technologies
makes it possible to utilize a numerical simulation to predict the
performance of rotating seals. And it is also convenient to obtain
the correction factors directly if the validity of the numerical
method has been demonstrated.

In the present paper, in order to investigate how these factors,
such as pressure ratio and sealing clearance, affect the windage
heating and discharge behavior, numerical investigations are per-
formed to calculate the total temperature increase and leakage rate
in the stepped labyrinth seals configured with smooth and honey-
comb lands. First of all, the computed windage heating numbers
and detailed velocity profiles within the seal chambers are com-
pared with the obtained experimental data. After the accuracy and
reliability of the utilized numerical method have been demon-
strated, the influence of pressure ratios and sealing clearance sizes
on the leakage flow and windage heating is investigated in detail.

2 Literature Review
The research on windage heating effect was initially performed

by using the experimental methods. Based on the experimental
data, simple correlations were derived and used to predict the
windage loss for other seals. The first experimental data for the
windage heating was reported by Stocker et al. �9�. They mea-
sured the power losses of the straight-through and stepped laby-
rinth seals. The experiment conducted by Tipton et al. �10� in the

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF TURBOMACHINERY. Manuscript received August 21, 2008; final manu-
script received September 1, 2008; published online July 2, 2009. Review conducted
by David Wisler. Paper presented at the ASME Turbo Expo 2008 Land, Sea and Air
�GT2008�, Berlin, Germany, June 9–13, 2008.
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test seal rig shows that the temperature increase can reach up to
19.4 K and is influenced by the pressure ratio, rotor speed, and
sealing clearance.

McGreehan and Ko �3� presented a correlation based on the
energy conservation law and wall shear stress expressions to pre-
dict the total temperature increase with different inlet preswirl
ratio, mass flow rate, and rotational speed. But it requires empiri-
cal correction to have the predictions match the experimental re-
sults.

Millward and Edwards �11� measured the windage heating
power in various seals with a plain liner and derived a simple
correlation �Eq. �1�� for windage power prediction in labyrinth
seals with smooth and honeycomb lands. However, the credibility
of the predictions for plain liner seals in their experiments was
within �25%, and the worst value can reach up to +40%. More-
over, this correlation was not suitable for the seal with inlet pre-
swirl,

H = Cms · �X��3Rm
4

Cms = 6 � 10−5�Cw

Re
�0.55

· n−0.65

HHC = 1.15H �1�
Denecke et al. �4� reported that the discharge behavior, windage

heating, and exit swirl velocity can be uniquely defined by several
dimensionless numbers in Eq. �2� from dimensional analysis and
scaling methods. They utilized experiments �1� to measure the
windage heating in the labyrinth seals with smooth and honey-
comb stators. They also measured the tangential velocity at two
special positions in the seal chamber using the laser Doppler ve-
locimeter �LDV� method. Besides these investigations, they cal-
culated the windage heating number for a labyrinth seal with a
smooth stator by using the CFD commercial software FLUENT.
They used a 2D axis-symmetric geometry model to investigate the
total temperature difference in the smooth configuration. Their
numerical results did not show good agreement with the experi-
ment data in most cases, and they did not calculate the windage
heating number of the honeycomb configuration. So, the main
objective of the present work is to utilize a 3D numerical method
to investigate the windage heating effect and discharge behavior
in the labyrinth seals with smooth and honeycomb lands based on
the experimental work �1�,

� CD

�

K
out

� = f��,Rex,MU,Kin,geometry,�,Pr�

CD =
ṁ

ṁid

=
ṁ	Ttotal,in

Q̇id · Pin · A

Q̇id =	 2�

R�� − 1�
· �
 1

�
�2/�

− 
 1

�
���+1�/��

� =
Pin

pout
· 
1 +

� − 1

2
Kin

2Mu2�−�/��−1�

�2�

3 Numerical Approach

3.1 Computational Model. In this work, the computational
geometrical parameters of the convergent and divergent stepped
labyrinth seals with smooth and honeycomb lands are obtained
from Ref. �1�. The stepped labyrinth seal geometry with smooth
and honeycomb configurations is defined in Fig. 1. It features four
straight knives for convergent or divergent steps �depending on
the flow direction� on the rotor. The cell width of the honeycomb
configuration is 1.59 mm �1/16 in.�, and the cell depth is 4.2 mm.
Also, each seal has a tip thickness of 0.4 mm.

3.2 Numerical Method. Since the flow in stepped labyrinth
seals with smooth and honeycomb lands is typically three-
dimensional turbulence due to their structures and flow conditions
and since there exists high relative rotating speed, it is necessary
to solve 3D Reynolds-averaged Navier–Stokes �RANS� equations
to analyze their flow patterns and predict their total temperature
increase.

A multiblock structured grid is generated for the computational
case. Figure 2 gives the impression of the computational grids for
two seals and corresponding boundary condition definitions. In
Fig. 2�a�, the mesh generation of the honeycomb labyrinth seal is
shown. In the honeycomb land case, two honeycomb cells are
used in the circumferential direction and periodic boundary defi-
nition. Figure 2�b� shows the mesh and boundary definitions for
the smooth labyrinth seal.

In order to study the flow and heat transfer characteristics for
the convergent and divergent stepped labyrinth seals with smooth
and honeycomb lands, the commercial finite volume code CFX

�12� is used. This software solves the compressible time-averaged
RANS equations. And a second order high resolution discretiza-
tion scheme is used. The turbulence characteristics of the flow are
modeled by the standard k-	 equations. The scalable logarithmic
wall function is used to describe the near wall velocity. The y+

criterion is met over almost the entire wall region. The boundary
conditions and numerical methods are listed in Table 1. The total
temperature �300 K� and mass flow rate or the total temperature
and total pressure are given at the inlet. The outlet static pressure

Fig. 1 Stepped labyrinth seal geometry
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is 200,000 Pa. The desired convergent target of each simulation is
that the root mean square �rms� residuals of the momentum and
mass equations, energy equation, and turbulence equations reach
�or even lower than� 10−6.

3.3 Windage Heating. In the adiabatic flow condition, the
total temperature increase due to the internal losses in labyrinth
seals is described as windage heating H using

H = ṁ · Cp · 
Ttotal �3�

The windage heating number � is defined as

� = 2Cp
Ttotal/U2 �4�

The discharge behavior can affect the windage heating and
swirl within the seal, as Scherer �13� found from numerical simu-
lations. In that study, an effective pressure ratio � is used instead
of � to account for the influence of the inlet preswirl on the
leakage �14�.

3.4 Grid Independence Analysis. Before comparisons are
made to the experiment, a mesh independence study is performed
to determine how fine a mesh density is necessary to capture the
flow physics.

The axial Reynolds number Rex was kept at 10,000, and a cir-
cumferential Mach number Mu was 0.31. Then the windage heat-
ing number of the stepped labyrinth seal with smooth land was
derived with 94,000, 142,000, and 250,000 nodes separately, as
shown in Table 2. The differences between the CFD value and
experimental data are about 0%, 2.6%, and 2.6%. In order to
balance the calculation accuracy and simulation time, a 142,000
node mesh is employed in the present numerical study for the
smooth labyrinth seal, while for the labyrinth seal with the hon-
eycomb land case, the node number in the chamber part is in-
creased to 289,000 because the flow field becomes more complex
than that of smooth configuration. And 244,000 nodes are gener-
ated in the honeycomb part.

4 Results and Discussions
To demonstrate the accuracy and reliability of the present nu-

merical approach, the effects of different rotational speeds, leak-
age flow rates, and two kinds of inlet swirl on the total tempera-
ture increase in convergent and divergent stepped labyrinth seals
are calculated and compared with the experimental data. Then, the
influence of the pressure ratio and sealing clearance on the dis-
charge and total temperature increase in convergent stepped laby-
rinth seals with smooth and honeycomb lands is investigated and
discussed in detail.

4.1 Windage Heating and Numerical Method
Demonstration. The uncertainties for the windage heating varied
from 2% to 30% in extreme cases, e.g., Re=20,000 and Mu
=0.3, and yielded 10.2% as an average value, mentioned in Ref.
�1�. Figure 3 shows the relation between the windage heating
number and the circumferential Mach number in the convergent
stepped labyrinth seal with smooth land. Different circumferential
Mach numbers mean different rotational speeds. The present 3D
model is more agreeable with the experimental data at Rex
=10,000 than the 2D axis-symmetric model, which was adopted
by Denecke et al. �1�. Additionally, the windage heating number
increases as the circumferential Mach number �which indicates
the rotational speed� increases. This can be explained by the wall
shear stress increasing as the rotational speed increases.

Figure 4 shows the relation between the windage heating num-
ber and the circumferential Mach number in the divergent stepped
labyrinth seal with smooth land at two kinds of inlet swirl condi-
tions. The present numerical results are well in agreement with
experimental data at Rex=10,000. And the windage heating num-
ber decreases by about 25% in the case of Kin=0.3 compared with
the no preswirl case. The obtained numerical results with the 3D
model show that the present method is able to analyze the wind-
age heating effect in the convergent and divergent labyrinth seals
at different inlet swirls.

Figure 5 shows the relations between � and Mu for the conver-

Fig. 2 Calculated seal mesh and boundary condition
definition

Table 1 Conditions and numerical methods

Average rotor radius 0.253 m
Inlet total temperature 300 K
Outlet static pressure 200,000 Pa
Discretization scheme High resolution
Computational method Time marching method
Turbulence model k-	, scalable log wall function
Fluid Air �ideal gas�
Wall properties Adiabatic smooth surface

Table 2 Windage heating numbers � of the labyrinth seal with
smooth land

Grid number CFD Expt.

94,000 0.38
142,000 0.39 0.38
250,000 0.39
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gent stepped labyrinth seal with 1/16 in. honeycomb cell land. It
gives the comparison between numerical data and experimental
data. The present CFD results are lower than that of the experi-
ment data by about 8% at Rex=10,000, and two lines are almost
parallel, indicating the reasonability of simulations. The CFD re-
sults show excellent agreement with the experimental one at Rex
=20,000.

The above discussion shows that the numerical method has suf-
ficient accuracy to simulate the total temperature difference in the
labyrinth seal. However, we do not know whether the simulated
flow field in the chamber is right or not. Therefore, two special
positions in the chamber were selected for the divergent flow in
the smooth configuration, as shown in Figs. 6 and 7. The swirl
velocity is plotted and compared with the LDV measurement �1�.
The results show that the calculated swirl velocity presented is in
agreement with the experimental data and better than the 2D axis-
symmetry one performed by Denecke et al. �1�. It can also be
deduced that the swirl velocity decreases along the axial direction,
and the difference in tangential velocity between Kin=0.3 and
Kin=0 increases along the axial direction.

4.2 Pressure Ratio and Sealing Clearance Effects. On the
basis of the demonstration of the present numerical approach, the

effects of the pressure ratios and sealing clearances on the dis-
charge and total temperature increase in the convergent stepped
labyrinth seals with smooth and 1/16 in. honeycomb cell lands are
conducted. Four sizes of sealing clearance for these two seal con-
figurations are set to be 1.3 mm, 1.5 mm, 1.7 mm, and 1.9 mm.
Five different pressure ratios ranging from 1.1 to 1.9 are calcu-
lated in this study. And no inlet preswirl is considered in these
cases.

Figures 8 and 9 show the dependence of the leakage flow rate
on radial clearance and pressure ratio. For these two configura-
tions, the increase in leakage rate is almost linearly proportional to
the clearance and pressure ratio, which corresponds to the study of
Schramm et al. �5�. The similarity between the two figures means
that radial clearance and pressure ratio have the same effect on the
leakage rate of two different configurations. However, the leakage
flow rate of the honeycomb configuration is a little larger ��10%�
than that of the smooth configuration at the same radial clearance
and pressure ratio.

Figures 10 and 11 illustrate the relations between the windage
power and leakage flow of honeycomb and smooth configurations.
The windage power increases as the leakage rate and clearance

Fig. 3 � versus Mu in the convergent labyrinth seal „Rex
=10,000…

Fig. 4 � versus Mu in the divergent labyrinth seal „Rex
=10,000…

Fig. 5 � versus Mu in the 1/16 in. honeycomb cell seal

Fig. 6 Swirl velocity at x=17.5 mm, divergent flow, smooth
configuration „MuÉ0.46, Rex=10,000…
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increase, which corresponds to the research reported by Millward
and Edwards �11�. As to the smooth configuration, the relations of
the windage power and leakage rate at C=1.7 mm and C
=1.9 mm nearly coincide with each other, which are different
from the honeycomb configuration. The calculated windage power
of the honeycomb configuration is a little higher than that of the
smooth one due to the damping effect of the honeycomb, but it
does not correspond to the +15% magnitude reported by Millward
and Edwards �11�.

The windage heating number of the honeycomb configuration
in Fig. 12 was found to be 1–10% lower than that of the smooth
case �Fig. 13 and Table 3�. It can be explained by comparing the
leakage flow and windage power between them. The leakage rate
of the honeycomb is about 10% higher than that of the smooth
case, as shown in Figs. 8 and 9. And the windage power of these
two configurations is nearly the same. In addition, for both smooth
and honeycomb configurations, the windage heating number de-
creases as the pressure ratio and clearance increase, which is op-
posite to the windage heating power.

4.3 Comparison Between Different Configurations. Select-
ing the convergent flow arrangement, smooth configuration C
=1.3 mm, n=10,000 rpm, and �=1.1 case as a reference point,
the difference between the other case and the reference case can
be defined as


1 =
� − �smooth,convergent

�smooth,convergent
� 100%


2 =
H − Hsmooth,convergent

Hsmooth,convergent
� 100%


3 =
ṁ − ṁsmooth,convergent

ṁsmooth,convergent

� 100% �5�

The percentage differences in windage heating number, windage
heating power, and leakage rate for both convergent and divergent
configurations with smooth land and honeycomb land at five dif-
ferent pressure ratios are listed in Table 3. Several conclusions can

Fig. 7 Swirl velocity a x=22.5 mm, divergent flow, smooth
configuration „MuÉ0.46, Rex=10,000…

Fig. 8 Leakage flow versus � of the honeycomb configuration

Fig. 9 Leakage flow versus � of the smooth configuration

Fig. 10 Windage power versus leakage flow of the honeycomb
configuration
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be deduced from this table.
At the same clearance and rotor speed, the windage heating

number decreases as the pressure ratio increases. But the windage
heating power and leakage rate increase as the pressure ratio
increases.

As to the same configuration �smooth land or honeycomb land�,
the windage heating number of the convergent arrangement is
larger than that of the divergent arrangement. It means that the
total temperature difference is smaller in the divergent arrange-
ment. For the smooth configuration, the windage power of the
convergent arrangement is smaller than that of the divergent ar-
rangement, but it is the opposite for the honeycomb configuration.
For both smooth and honeycomb configurations, the leakage rate
of the convergent flow is smaller than that of the divergent flow.

As to the same flow arrangement �divergent or convergent�, the
windage heating number of the smooth land is larger than that of
the honeycomb land. And the leakage rate of the smooth land is
smaller than that of the honeycomb land. For the convergent ar-
rangement, the windage heating power of the smooth land is
smaller than that of the honeycomb land by about 2–10%. But the

windage heating power of the smooth land is a littler larger than
that of the honeycomb land for the divergent arrangement.

4.4 Flow Fields. Figure 14 shows the velocity vectors and
static pressure contour distribution in the smooth configuration
with two sealing clearances at �=1.1. According to Figs. 14�a�
and 14�b�, the flow patterns are nearly similar. The fluid flows into
the seal and is accelerated through the gap. Then, it impinges
toward the step and causes the pressure to increase near the step
wall. In each chamber, the jet separates the flow into two counter-
rotating vortices, one is behind the knife with higher pressure, and
the other is behind the step with lower pressure. The size of the
former becomes larger as the clearance increases. And the shape
of the latter decides the incidence angle into the gap, which has a
lot of influence on the leakage.

The computed flow fields of the honeycomb configuration are
shown in Fig. 15. The pressure decreases along the chamber,
while the pressure along the axial direction does not always de-

Fig. 11 Windage power versus leakage flow of the smooth
configuration

Fig. 12 � versus � in the honeycomb configuration

Fig. 13 � versus � in the smooth configuration

Table 3 �, H, and ṁ differences at C=1.3 mm, n
=10,000 rpm

Configuration
Flow

arrangement �

1
�%�


2
�%�


3
�%�

Smooth land Convergent 1.1 0.0 0.0 0.0
1.3 �24.4 38.7 83.5
1.5 �34.2 63.3 148.2
1.7 �40.3 82.6 205.9
1.9 �45.0 97.8 259.6

Divergent 1.1 �12.8 3.7 19.0
1.3 �33.5 44.0 116.5
1.5 �42.4 67.9 191.4
1.7 �47.9 86.5 258.2
1.9 �52.5 100.0 320.6

Honeycomb land Convergent 1.1 �8.7 2.3 12.0
1.3 �29.3 42.2 101.2
1.5 �36.8 68.6 166.9
1.7 �41.9 89.1 225.6
1.9 �45.6 107.4 281.3

Divergent 1.1 �17.5 0.16 21.4
1.3 �39.1 37.9 126.5
1.5 �45.7 66.0 206.0
1.7 �50.7 85.0 275.3
1.9 �54.7 99.0 339.0
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crease in the cells, and the pressure in the cell above the knife is
higher than that of the neighbors. Compared with the smooth case,
the vortices behind the step disappeared, and the one in the cham-
ber almost occupies the whole chamber volume. Low speed fluid
is filled within the honeycomb cells in the form of vortices, which
push the chamber flow to the seal bottom, or it is pushed back into
the cells.

5 Conclusions
Based on the experimental data of Denecke et al. �1�, three-

dimensional RANS solution with the commercial CFD software
CFX is utilized to analyze the influence of the pressure ratios and
sealing clearances on the discharge and total temperature increase
in the convergent and divergent labyrinth seals with smooth and
honeycomb lands.

As to both smooth and honeycomb configurations with conver-
gent arrangement, the computed windage heating number de-
creases with increasing pressure ratio and sealing clearance. But
the leakage flow rate and windage heating power follow the op-
posite trend with these two factors. The influence of the pressure
ratio on the leakage flow pattern is nearly negligible.

As to the same configuration �smooth land or honeycomb land�,
the windage heating number of the convergent configuration is
larger than that of the divergent configuration, and the leakage rate
of the convergent flow is smaller than the divergent flow arrange-
ment. For the smooth configuration, the windage power of the
convergent arrangement is smaller than the divergent arrange-
ment, but it is opposite for the honeycomb configuration.

As to the same flow arrangement �divergent or convergent�, the
windage heating number of the smooth land is larger than that of
the honeycomb land at the same sealing clearance and pressure
ratio. And the leakage flow rate of the honeycomb configuration is
higher than that of the smooth one due to the larger effective
sealing gap of the honeycomb. For the convergent arrangement,
the windage heating power of the seal with smooth land is smaller
than that of honeycomb land by about 2–10%, but it is opposite
for the divergent flow.

Acknowledgment
The authors are grateful for Project No. 50506023 supported by

the National Natural Science Foundation and Program for New
Century Excellent Talents in University of China �Project No.
NCET-07-0669�. Additionally, the authors thank Dr. Denecke for
his kind help to provide us a lot of information, which was helpful
for the present numerical study.

Nomenclature
a=	�RTstatic,in � speed of sound �m/s�

C � sealing clearance �mm�
CD= ṁ /mid � discharge coefficiency

Cp � specific heat capacity �J /kg K�
H=Cp · ṁ ·
T � windage heating power �kW�

K=Vt /U � swirl ratio
ṁ � mass flow rate �kg/s�

Mu=U /a � circumferential Mach number
n � rotor speed �rpm�
p � static pressure �Pa�
P � total pressure �Pa�
R � radial distance �m�

R=287.2 � specific gas constant �J /kg K�
Rm � average rotor radius �m�

Rex= ṁ /m�Rm � axial Reynolds number
T � temperature �K�

U=� ·Rm � rotor circumferential velocity �m/s�
X � axial discharge along seal �m�

Greek Letters

 � difference
� � ratio of specific heats

Fig. 15 Static pressure contours and velocity vector distribu-
tion of the stepped labyrinth seal with honeycomb land, con-
vergent flow

Fig. 14 Static pressure contours and velocity vector distribu-
tion of the stepped labyrinth seal with smooth land, convergent
flow
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 � dynamic viscosity �N s /m2�
�= Pin / pout � pressure ratio

� � effective pressure ratio
� � density �kg /m3�

�=2Cp
Ttotal /U2 � windage heating number
� � rotor angular velocity �rad/s�

Subscripts
HC � honeycomb

id � ideal
in/out � inlet/outlet condition

m � arithmetic average of the inlet and outlet
r / t /x � radial/tangential/axial direction

static/total � static/total value
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Sensitization of the SST
Turbulence Model to Rotation and
Curvature by Applying the
Spalart–Shur Correction Term
A rotation-curvature correction suggested earlier by Spalart and Shur (1997, “On the
Sensitization of Turbulence Models to Rotation and Curvature,” Aerosp. Sci. Technol.,
1(5), pp. 297–302) for the one-equation Spalart–Allmaras turbulence model is adapted to
the shear stress transport model. This new version of the model (SST-CC) has been
extensively tested on a wide range of both wall-bounded and free shear turbulent flows
with system rotation and/or streamline curvature. Predictions of the SST-CC model are
compared with available experimental and direct numerical simulations (DNS) data, on
the one hand, and with the corresponding results of the original SST model and advanced
Reynolds stress transport model (RSM), on the other hand. It is found that in terms of
accuracy the proposed model significantly improves the original SST model and is quite
competitive with the RSM, whereas its computational cost is significantly less than that of
the RSM.
�DOI: 10.1115/1.3070573�

1 Introduction
Despite a fast growth of computing power and more and more

intensive use, the turbulence-resolving approaches �LES, DES,
SAS, etc.�, the Reynolds-averaged Navier–Stokes �RANS� equa-
tions still remain the most widely used approach in industrial
computational fluid dynamics �CFD�. Further progress in this area
is often associated with Reynolds stress models �RSMs�. How-
ever, potential advantages of these models over the conventional
eddy-viscosity models �EVMs� in terms of accuracy have not
been systematic, whereas in terms of the robustness and compu-
tational cost the RSM are noticeably inferior to EVM. Thus, along
with further improvements of RSM, enhancement of existing
EVM presents an important practical alternative.

One of the most serious weaknesses of EVMs is that they are
not capable of capturing the effects of streamline curvature and
system rotation, which play a significant role in many turbulent
flows of practical interest. An efficient approach for resolving this
issue is proposed by Spalart and Shur �1�. It is close to that of
Knight and Saffman �2� but differs from the latter in many details
and, in particular, avoids computing and differentiating the prin-
cipal directions of the strain tensor. In addition, it is much easier
to apply to 3D flows due to an explicit formula produced in Ref.
�1�. When applied to the one-equation Spalart–Allmaras �SA� tur-
bulence model, the approach resulted in a simple rotation-
curvature correction to the SA model. The corrected model, de-
noted as the SARC model, is shown to be much more accurate
than the SA for a wide range of rotating and curved channel flows
�3,4�. This motivates the approach of applying the modification to
two-equation EVMs and, in particular, to the k-� shear stress
model �SST� of Menter �5� as described in the present work.

In the first section of this paper, we outline a formulation of the
SST model modified with the rotation-curvature correction �CC�
term and then present the results of this model �SST-CC� for a
wide range of flows varying from one-dimensional rotating and

curved channel flows up to 3D flows with rather complex geom-
etry. Note that due to space limitations, the results are demon-
strated only for some of the considered flows �more than 15 in
total�, which seem to provide a sufficient basis for the validation
of the proposed model hereafter referred to as SST-CC. These
flows are fully developed 1D turbulent flow in a plane rotating
channel �6,7�, 1D developed flow in a curved channel �8�, 2D flow
in a channel with U-turn �9�, 3D flow in a hydro cyclone �10�, 3D
flow in a centrifugal compressor �11�, and, finally, 3D free shear
flow past NACA 0012 airfoil with a round tip �12�.

All the computations have been carried out with the commer-
cial CFD solver ANSYS CFX 11. The results obtained with the use of
the SST-CC model are compared with available experimental data
and direct numerical simulations �DNS� predictions, as well as
with the similar results obtained with the original SST model. In
addition, some of the cases were computed with a version of the
RSM in combination with the baseline �-equation �BSL� �5�. The
hydro cyclone flow was simulated using another version of the
RSM developed by Speziale–Sarkar–Gatski �SSG� �13�. The SSG
model is combined with the �-equation and uses quadratic relation
for the pressure-strain correlation. All obtained numerical solu-
tions are compared and discussed.

2 SST-CC Model Formulation
The empirical function suggested in Ref. �1� for sensitization of

the SA model to the effects of streamline curvature and system
rotation is defined by

f rotation = �1 + cr1�
2r�

1 + r�
�1 − cr3 tan−1�cr2r̃�� − cr1 �1�

and is used as a multiplier of the production term in the SA eddy
viscosity transport equation.

In the present work, based on the tests discussed below, this
function is slightly modified �replaced with the function fr1� and is
used to control the production terms of the original SST model as
follows:

���k�
�t

+
���ujk�

�xj
= Pkfr1 − ���k� +

�

�xj
��ef

�k

�xj
� �2�
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�����
�t

+
���uj��

�xj
= �

�Pk

�t
f r1 − D� + Cd� +

�

�xj
��ef

��

�xj
� �3�

where the modified function fr1 reads as

fr1 = max�min�f rotation,1.25�,0.0� �4�
The definition �4� differs from Eq. �1� by limiting the function

in the range from 0 corresponding, e.g., to a strong convex cur-
vature �stabilized flow, no turbulence production� up to 1.25 �e.g.,
strong concave curvature, enhanced turbulence production�. The
lower limit is introduced for numerical stability reasons, whereas
the upper one turns out to be needed since, unlike the production
term of the SA model, which includes the vorticity tensor �, the
SST production terms are based on the strain rate tensor, S. It is
known that the S-based turbulence production is typically higher
than the �-based one, which justifies the use of the limiter in
order to avoid overgeneration of the eddy viscosity in flows with
a destabilizing curvature/rotation. The specific limiter value of
1.25 provided the best compromise for all the cases considered in
the present study.

Assuming that all the variables and their derivatives are defined
with respect to the reference frame of the calculation, which is
rotating with a rate �rot, the arguments of the function �1�, r� and
r̃, are defined as follows:

r� =
S

�
�5�

r̃ = 2�ikSjk�DSij

Dt
+ ��imnSjn + � jmnSin��m

rot� 1

�D3 �6�

Here

Sij =
1

2
	 �ui

�xj
+

�uj

�xi

 �7�

�ij =
1

2
		 �ui

�xj
−

�uj

�xi

 + 2�mji�m

rot
 �8�

S2 = 2SijSij �9�

�2 = 2�ij�ij �10�

D2 = max�S2,0.09�2� �11�

and DSij /Dt are the components of the Lagrangian derivative of
the strain tensor. The Einstein summation convention is used.

Note that in the present work the term D2 �11� is introduced
somewhat differently in Refs. �1,3�. In particular, in order to avoid
zero values in the freestream, it is defined as the maximum of the
strain rate squared and the turbulence eddy frequency, �, squared,
rather than as 0.5�S2+�2�. In shear flows, the two definitions are
equivalent, while in the freestream, the shear strain goes to zero
and the turbulence eddy frequency has a nonzero value. For con-
sistency, the denominator of Eq. �6� is also changed from D4 used
in Refs. �1,3� to �D3 in order to account for � value in the new
denominator.

Finally, based on the performed tests, the empirical constants
cr1, cr2, and cr3 involved in Eq. �1� are set equal to 1.0, 2.0, and
1.0, respectively.

3 Example of the DSij ÕDt Term Implementation
This section describes a possible technique of calculation of the

DSij /Dt term �formula �6�� in a three-dimensional Navier–Stokes
CFD solver, which is based on the control volume method.

As it was already mentioned in Sec. 2, DSij /Dt are the compo-
nents of the total �Lagrangian� derivative of the strain tensor. For
further application of the control volume method, it is more con-
venient to represent the DSij /Dt term using the integral �Eulerian�

flow formulation. With that formulation, the total derivative of
each component of the strain tensor in an arbitrary volume � can
be written as

�
�

DSij

Dt
d� =

D

Dt�
�

Sijd� =
�

�t�
�

Sijd� +�
	

SijVnd	 �12�

The first term on the right-hand side of the above equation is
the local derivative over the physical time. The second term,
�	SijVnd	, is the convective derivative. Here 	 is the surface of
the volume �, Vn=V ·n, V and n are the velocity and normal
vectors at a local integration point.

For the steady-state flows, there is no need to compute
� /�t��Sijd� during iterations, since it is zero in converged solu-
tion. Therefore, Eq. �12� becomes as follows:

D

Dt�
�

Sijd� =�
	

SijVnd	 �13�

Application of the control volume approach for the discretization
of the right-hand side of Eq. �13� results in

�
	

SijVnd	 → 
k=1

N

Sij
�k�Vn

�k�	�k� �14�

where the summing is done over N surfaces of the control volume
�computational cell�. Superscript index �k� refers to centers of
faces, which surround the control volume. The variable 	�k� is just
the area of the face with the index k, while Sij

�k� and Vn
�k� have to be

computed on the face center, and that depends on the employed
control volume scheme. For example, if the cell-centered vari-
ables arrangement is used, then Sij

�k� and velocity vector on the
face center can be obtained using the linear interpolation from two
neighboring cells. Then Vn

�k� is computed as the dot product of the
interpolated velocity vector and face normal vector. Other than
that, one can compute Vn

�k� as the mass flux through the kth face
divided by 	�k���k�, where ��k� is the density on the face center; it
also can be restored from the linear interpolation procedure.

The technique described above provides the second order accu-
racy in space for the DSij /Dt term. However, the first order
scheme was found to be acceptable as well. In that case, for the
cell-centered scheme, variables at the face center can be directly
taken from the adjacent cell.

The final discrete formula for the DSij /Dt components is ob-
tained from Eq. �14� by dividing through the cell volume:

DSij

Dt
→ �

k=1

N

Sij
�k�Vn

�k�	�k��� � �15�

where � is the volume of the computational cell. However, for-
mula �14� is valid for the steady-state simulations only. For the
unsteady flows, it is necessary to account for the contribution
from the � /�t��Sijd� term. To do that numerically, one has to
compute time derivatives of Sij in centers of control volumes, and
divide by cell volumes. This standard procedure should be avail-
able in all CFD solvers, which allow for unsteady simulations.

4 Results and Discussions

4.1 Developed Flow in Plane Rotating Channels. Although
very simple in terms of geometry, this flow is quite representative
in terms of evaluation of the capability of turbulence models to
capture the effects of rotation. Computations were performed for
the conditions considered in DNS of Kristoffersen and Anderrson
�6�, and Lamballais et al. �7�. In Ref. �6�, the DNS simulations
were carried out at a Reynolds number based on the mean flow
velocity, Um, and channel width, H, of Re=5800 and for different
values of the Rossby number, Ro, up to 0.5. The DNS simulations
in Ref �7� were performed at somewhat lower Re=5000 but at
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extremely intensive rotation rates �Ro=1.5�, which results in a
strong suppression of turbulence. It should be mentioned here that
along with the DNS, at least two experimental studies of the con-
sidered type of flow, namely, those of Halleen and Johnston �14�
and of Johnston et al. �15�, are available. These experiments are
carried out at Reynolds numbers much higher than those in the
DNS. However, as has been discussed in previous publications
�see, for example, Ref. �3��, they suffer from a lack of full flow
development and side-wall effects. Therefore, the evaluation of
the SST-CC model was solely based on the comparison with the
DNS predictions.

The generated grids have y+ values smaller than unity and pro-
vide grid-independent solutions. This was checked through the
comparison of numerical solutions computed on a sequence of
grids with gradually increasing number of nodes across the
channel.

A comparison of the velocity and shear stress profiles computed
with the use of the SST-CC model with the DNS data �6� is
presented in Fig. 1. Shear stress profiles for the RANS solutions
were computed from the product of eddy viscosity and proper
component of the strain tensor. One can see that the model pro-
vides a good agreement with the DNS at all the considered
Rossby numbers, especially for the velocity profiles. In contrast to
this, the original SST model, which does not include any mecha-
nism for representation of the effect of rotation, gives identical
solutions at all the Rossby numbers.

Figure 2 presents a comparison of the SST-CC model with the
DNS data �7� obtained for a channel flow with very intensive
rotation �Ro=1.5�. It suggests that even at that high Ro, the model
predicts both the velocity and the radial distribution of the param-
eter 2 Ro /S �S is the strain magnitude� very well.

It should be noted also that for both considered flows, the
SST-CC predictions are quite competitive with those �not shown�
obtained by Andersson �16� and Jongen et al. �17� with the use of
rather complex algebraic Reynolds Stress models.

4.2 Developed Flow in a Curved Channel. This flow has
been computed at the conditions corresponding to the experimen-

tal studies of Wattendorf �8�. In particular, the ratio of the internal
�convex� and external �concave� channel wall radii, R1 /R2, varied
in the range 0.8–0.9, and the Reynolds numbers based on the
channel width, R2−R1, and the bulk flow velocity Um, were
47,000 and 81,000.

Similar to the plane channel flow, the computational grid was
fine enough to provide grid-independent solution and had y+ val-
ues smaller than unity.

In Fig. 3, the velocity profiles computed with the use of three
turbulence models �original SST, SST-CC, and the baseline ver-
sion of RSM� are compared with each other and with the experi-
mental data. One can see that the SST-CC model provides a much
better agreement with the data than the original SST model and is
quite competitive with the RSM.

4.3 Two-Dimensional Flow in a Duct With U-Turn. This
flow is characterized by a strong streamline curvature and by the
formation of a separation bubble on the inner �convex� wall of the
duct. It is well known that such flow features are challenging for
any RANS model, thus providing a severe test of the SST-CC
model. In addition, the experiment is known to not be fully 2D,
making a one-to-one comparison more difficult than for the 1D
cases.

Figure 4 illustrates a computational domain used in the present
work. This domain and also the grid with 231
111 nodes used in
the present work are identical to those used in Ref. �3�. The grid
provides good near-wall resolution with y+ values less than 0.5. A
grid-refinement study was done on a grid with doubled number of
nodes in each direction, which resulted in a negligible difference
for all of the meaningful quantities �less than 1%�. The Reynolds
number of the flow based on the channel width, H, and mean flow
velocity, Um, is equal to Re=106.

Boundary conditions in the computations are as follows. At the
inlet section �s /H=−10.0�, in accordance with the experiment �9�,
the flow was assumed to be fully developed. So, for each turbu-
lence model, the corresponding inlet profiles of velocity and tur-
bulent flow quantities were obtained from preliminary computa-
tions of the fully developed turbulent flow in a plane channel. At
the outlet of the domain, zero gauge static pressure was specified,
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and on the solid walls the no-slip condition was used.
Along with the SST-CC and the original SST models, the flow

was also computed with the use of the baseline RSM. The results
of the computations are summarized in Fig. 5, which clearly dem-
onstrates a positive effect of the correction on the performance of
the SST model in the curved part of the duct. For this flow, the
SST-CC turns out to be not only competitive with the RSM but
even somewhat surpasses it, especially with regard to the velocity
profile at the section s /H=�+2, where the RSM prediction is
qualitatively wrong. On the other hand, the SST-CC model still
predicts a slow flow recovery after reattachment downstream of
the separation bubble. This deficiency is most probably caused by
the SST model itself rather then by the inefficiency of the curva-
ture correction.

4.4 Flow in a Hydro Cyclone. This test case �see Fig. 6�
represents a wall-bounded 3D flow with a complex geometry. Its

peculiar features are a high-gradient vortex core in the central
region of the hydro cyclone with strong swirl and streamline cur-
vature, which are all difficult to represent adequately with RANS
turbulence models. The computations are carried out for the con-
ditions studied experimentally by Hartley �10�. Experimental data
are available for the axial and tangential velocity components at
five vertical sections shown in Fig. 6.

It should be noted that for this flow no physically meaningful
steady solutions were obtained. This is not surprising, since it is
well known that the vortex core in hydro cyclone is unstable �me-
andering around its axis�. So, time-accurate computations with the
use of the SST-CC model were performed, and the time average of
the obtained unsteady solution was compared with the experimen-
tal data. Other than that, the results of the computations obtained
in the present study are compared with similar results obtained by
ESSS1 with the use of the original SST model and nonlinear �qua-
dratic� SSG version of the Reynolds stress transport model.

A computational grid was based on hexahedral control volumes
with 463,370 nodes. It provides the y+ values for the near-wall
nodes of about 20. Some additional simulations were carried out
on a coarser mesh with 158,122 nodes utilizing the SSG RSM.
Although some distinctions were observed in velocity profiles
computed on the two meshes, the results did not differ qualita-
tively. Unfortunately, simulations on a finer gird have not been
performed, due to computer resource limitations.

The time-averaged tangential velocity profiles, compared with
the experimental data at various z-sections, are shown in Fig. 7.
As expected, the standard SST model fails in capturing the correct
vortex profile, while the SST-CC model is in good agreement with
the data. More specifically, the SST model fails to represent the
Rankine vortex with the potential vortex at the peripheral part of
the cyclone and the solid body rotation close to its axis. As all
noncorrected eddy viscosity models, it has a trend of predicting a
solid-body rotation across the hydro cyclone, being most pro-
nounced at lines 4 and 5.

The SST-CC model does capture the real flow structure well
and performs only slightly worse than the SSG model �by over-
estimating the peak values of the velocity�. This plausible behav-
ior of the model is explained by a crucial reduction in eddy vis-
cosity provided by the curvature correction in the near-axis area of
the “solid-body” rotation.

Note that the CPU requirements for the computations with the
SSG model are much higher than those for the SST-CC model.
The former not only involves more equations but, what is more
important, demands a considerably smaller �up to ten times� time
step for convergence.

4.5 Flow in a Centrifugal Compressor. The last wall-
bounded flow considered in the present study originates from the
turbomachinery area. The SST-CC model has been applied to pre-
dict the total pressure rise of a centrifugal compressor at different

1http://www.esss.com. br/.
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operating points. The compressor selected for the present simula-
tions �see Fig. 8� was investigated experimentally in much detail
at the Institute of Jet Propulsion and Turbomachinery of the
RWTH Aachen �11� �open CFD test case “Radiver”�. Also, a nu-
merical study for this test case has been carried out recently with
the use of different turbulence models �18�. The results shown in
Ref. �18� indicate that the SST model is superior over the standard
k-� and Wilcox k-� models in terms of predictions of the flow

field and compressor characteristics, but it still somewhat overpre-
dicts the total pressure rise of the compressor. Therefore, there is
a practical interest to check performance of the SST-CC model for
this test case, since the flow in centrifugal compressor is charac-
terized by strong channel curvature and intensive rotation.

In the present work, the steady-state computations were per-
formed for the vaned compressor geometry defined by the radius
ratio r4 /r2=1.14 and vane suction side angle 16.5 deg. Here r2
and r4 are the radii of the impeller blade trailing edge and diffuser
vane leading edge, respectively. The computational domain and
boundary conditions were identical to those adopted in Ref. �18�.
A single blade passage was modeled in both impeller and diffuser,
employing a mixing plane approach to connect rotating and sta-
tionary frames of reference. The simulations were done on a fully
hexahedral mesh comprising 762,695 elements. The mesh was
clustered to the walls so as to always maintain values of y+ for the
wall neighboring nodes smaller than 2. In Ref. �18�, this mesh was
found to be sufficient to provide a mesh-independent solution.

Figure 9 shows the computed and measured total pressure ratio
of the compressor versus the mass flow rate. The nomenclature of
the operating points coincides with that assumed in Ref. �11�. One
dimensional average values of total pressure are obtained by mass
flow averaging over inlet and outlet sections.

Comparing computational results, one can see that the SST-CC
model results in a considerably better agreement with the experi-
ment than the original SST for most of the operating points. An
exception is the point S2, but the problem is apparently related to
the poor adequacy of the RANS approach for predicting compres-
sor flows near the choke limit rather than to the weakness of the
rotation-curvature correction. Remarkably, the difference between
the two models does not vary significantly from one operating
point to another. This implies that the correction affects the flow
in a similar way at all the mass flow rates considered, which
excludes occasional “improvement” at a certain point.

It is important to note also that the convergence rate of the
SST-CC model and the total CPU time needed to get a fully con-
verged solution were almost the same as for the original SST
model at all operating points.

5 NACA 0012 Wing Tip Vortex
This flow, studied experimentally by Chow et al. �12�, presents

a complex fully 3D test of the proposed model. It differs from the
wall-bounded flows considered in the previous sections and was
used for validation of turbulence models in many studies includ-
ing those carried out in Flomania European project �19�.

The wing has a rounded tip and is placed in the wind tunnel at
an angle of attack �=10 deg. The chord-based Reynolds number
is 4.6
106 and the Mach number is around 0.1. In the experi-
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Fig. 7 Time-averaged profiles of the tangential velocity in the
hydrocyclone; comparison with experiments of Hartley †10‡.

Fig. 8 General view of the compressor stage, reproduced from
Ref. †11‡
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Fig. 9 Total pressure ratio for the centrifugal compressor;
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ment, the flow is tripped at the leading edge of the wing so that in
the computations it can be considered as a fully turbulent flow.

Computational domain and grid on the tunnel wall used in the
computations are shown in Fig. 10. The figure also shows the
vortex streamlines and contours of the nondimensional cross flow
velocity Ucrossflow=�v2+w2 /Uinlet in the wake of the wing, which
illustrate the size of the core of the wing-tip vortex. The 3D grid
has 5.6
106 nodes and consists of hexahedral elements only. It is
clustered near the airfoil surface so that the values of y+ in the
wall neighboring nodes are smaller than 2 �note that a
y+-insensitive wall treatment was used�. Other than that, it has
over 40
40 nodes across the vortex core, which was found to be
sufficient for obtaining grid-independent results in the down-
stream vortex.

The boundary conditions used in the computations are as fol-
lows.

At the inlet section, the total pressure was specified 1760 Pa
higher than the atmospheric pressure. Turbulent characteristics at
the inlet were estimated based on the known turbulence intensity
of 0.15% and the eddy-to-molecular viscosity ratio equal to 5. At
the outflow of the domain, a mass flow rate of 67.25 kg/s was
imposed, which results in the experimental value of the area-
averaged inlet velocity, Uinlet, equal to 51.81 m/s. Finally, at the
solid walls the no-slip condition was imposed.

Some results of the computations are presented in Fig. 11–13.
Figure 11 compares the computed and experimental profiles of

the nondimensional cross flow and axial �=u� velocity compo-
nents at three planes located downstream of the trailing edge of
the wing. The comparison visibly reveals a superiority of the
SST-CC model, which predicts the vortex strength measured by
the maximum cross-flow velocity much better than the original
SST model. The latter results in an overly rapid vortex decay,
which is typical of EVM. This deficiency of the SST model is
seen also in the axial velocity profiles: At the most distant plane
�X /C=0.67�, the model predicts axial velocity values in the vortex
core being less than even the freestream velocity. A reason of the
failure of the SST model becomes clear from analysis of the flow
characteristics presented in Figs. 12 and 13. In particular, Fig. 12,
which compares the axial velocity contours in the plane passing
through the vortex core computed with the use of the original SST
and SST-CC models, suggests that the former tangibly overesti-
mates the rate of decay of the axial velocity, whereas the latter
results in a farther penetration of the vortex and better agrees with
the experimental observations. Unfortunately, even the SST-CC

model does not accurately represent the axial velocity at the two
downstream measurement locations. The reasons for the differ-
ences with the experiments in this variable are not entirely clear. It
should be noted, however, that even for the first station, the
freestream velocity is already different between the simulations
and the experiments, indicating a different freestream pressure
gradient, which in turn can affect the development of the vortex.
For this flow, no solution could be obtained with the RSM.

A mechanism of the positive effect of the curvature correction
is displayed in Fig. 13, where the turbulent viscosity fields are
compared for the two models. One can see that in accordance with
the physics, the SST-CC model predicts a suppression of turbu-
lence in the vortex core, whereas the original SST model results in
an increase in the eddy viscosity inside the vortex. Exactly, this �a
crucial overestimation of the eddy viscosity in the vortex� causes
the overly fast decay of the core axial velocity discussed above.

6 Conclusions
A modification of the shear stress transport turbulence model is

suggested based on adaptation of the rotation-curvature correction
of Spalart and Shur. The modified model �SST-CC� was tested for
a wide range of both wall-bounded and free shear flows with
system rotation and/or streamlines curvature. A comparison of the
model predictions with experimental data and DNS, on the one
hand, and with the results obtained with the use of the original

Fig. 10 Computational domain and grid used for NACA 0012
wing with rounded tip „experiments of Chow et al. †12‡…
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Fig. 11 NACA 0012 wing with rounded tip: profiles of nondi-
mensional cross flow and axial velocity components at three
planes located downstream of the trailing edge; comparison
with experiments of Chow et al. †12‡
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SST model and the baseline version of Reynolds stress transport
model, on the other hand, permits to draw the following conclu-
sions.

For the 1D flows with system rotation, the correction is essen-
tial for a proper representation of the velocity and turbulent
stresses. For a wide range of Rossby numbers, the SST-CC model
captures the effect of rotation very well and provides for a good
agreement with the DNS data.

For the 1D curved channels, the correction permits to reproduce
the deformation of the velocity profile caused by the curvature. It
significantly improves the performance of the original SST model
and makes it quite competitive with the BSL RSM.

The same conclusions are true also with regard to a more com-
plex 2D flow in a channel with U-turn. Although for this flow the
model still predicts a slow flow recovery after reattachment down-

stream of the separation bubble, this deficiency is most probably
caused by the SST model itself rather than by the inefficiency of
the curvature correction. This behavior is well known and shared
by all RANS models.

Finally, the SST-CC model results in a significant improvement
of predictions of the complex 3D flows, namely, the flows in a
centrifugal compressor, in a hydrocyclone, and over a NACA
0012 wing with a rounded tip. In the two latter cases, the model
does capture the stabilizing effect of rotation near the vortex axis,
which results in a strong suppression of the eddy viscosity in this
region. This capability is essential for a proper prediction of such
flows.

The SST-CC model is found to be not only rather accurate but
also computationally efficient and robust. Activation of the CC-
term results in an increase in the CPU time per iteration by less
than 1%, and the number of iterations needed for convergence
remains almost the same as without the correction. This contrasts
with the RSM, which provides a comparable improvement in
terms of accuracy, but with a significant “penalty” in terms of the
computational cost. For instance, for the hydro cyclone flow, pre-
dictions of the SST-CC model are close to those of the quadratic
version of the Reynolds stress transport model �SSG RSM�,
whereas the CPU time required by the SST-CC is about one order
of magnitude less.

In terms of the implementation, the most difficult part of the
correction in a CFD code is the DSij /dt term in Eq. �4�. However,
it can be computed with first order of accuracy without any loss of
the model accuracy.

Note, finally, that the correction, originally developed for the
one-equation Spalart–Allmaras model, was adapted to the SST
model with only minor modifications. This implies that the ap-
proach can be easily extended to other eddy viscosity models as
well.
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Nomenclature
Cf, Cp � friction and pressure coefficients

cr1, cr2, cr3 � additional empirical constants of the SST-CC
model

Cd� � cross-diffusion term in the SST model �5�
D� � dissipation term in �-equation �5�
H � channel height
K � turbulence kinetic energy

Pk � production of turbulence kinetic energy
Ro � Rossby number= ��rot�H /Um

R � radius
s � streamwise distance
S � strain tensor magnitude

Sij � components of the mean strain tensor
u, v, w � Cartesian velocity components

ui � components of the mean velocity vector
U � streamwise velocity

Ucrossflow � cross flow velocity=�v2+w2 /Uinlet
Uinlet � freestream velocity at inlet section

Um � bulk velocity
u�v� � mean shear stresses

u� � friction velocity=��w /�
x, y, z � Cartesian coordinates

X /C � axial distance over axial chord
xi � coordinates
Y � coordinate normal to wall

y+ � dimensionless wall distance=�Yu� /�

Fig. 12 NACA 0012 wing with rounded tip †12‡: computed dis-
tributions of the axial velocity at the plane passing through the
vortex core

Fig. 13 NACA 0012 wing with rounded tip †12‡: eddy viscosity
ratio computed with the use of SST and SST-CC turbulence
models
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� ,�� � empirical constants of the SST model �5�
� � dissipation rate of turbulent kinetic energy

� jmn � tensor of Levi–Civita
� � molecular viscosity

�ef � effective viscosity=�+�t
�t � turbulent viscosity
 � U-turn angle �see Fig. 4�
� � density

�w � wall friction
�ij � components of the vorticity tensor

�m
rot � components of the system rotation vector

��rot� � magnitude of the system rotation vector
� � turbulence eddy frequency
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Effect of Unsteadiness on the
Performance of a Transonic
Centrifugal Compressor Stage
Numerical and experimental investigations were conducted in a transonic centrifugal
compressor stage composed of a backswept splittered unshrouded impeller and a vaned
diffuser. The characteristic curves of the compressor stage resulting from the unsteady
simulations and the experiments show a good agreement over the whole operating range.
On the contrary, the total pressure ratio resulting from the steady simulations is clearly
overestimated. A detailed analysis of the flow field at design operating point led to
identify the physical mechanisms involved in the blade row interaction that underlie the
observed shift in performance. Attention was focused on the deformation in shape of the
vane bow shock wave due its interaction with the jet and wake flow structure emerging
from the impeller. An analytical model is proposed to quantify the time-averaged effects
of the associated entropy increase. The model is based on the calculation of the losses
across a shock wave at various inlet Mach numbers corresponding to the moving of the
jet and wake flow in front of the shock wave. The model was applied to the compressor
stage performance calculated with the steady simulations. The resulting curve of the
overall pressure ratio as a function of the mass flow is clearly shifted toward the unsteady
results. The model, in particular, enhances the prediction of the choked mass flow.
�DOI: 10.1115/1.3070575�

1 Introduction
The unsteady interaction between impeller and diffuser plays an

important role in the compression process, especially in high
loaded compressors. Actually, the vaned diffuser has to tolerate
the distorted upstream flow due to the jet-wake structure coming
from the impeller, whereas the impeller is submitted to the poten-
tial effect of the vaned diffuser.

Many studies dedicated to impeller-diffuser interaction are fo-
cused on the diffuser performances. Krain �1�, Inoue and Cumpsty
�2�, and Ziegler et al. �3,4� tested different diffuser configurations
with subsonic inlet conditions. They concluded that the axisym-
metric time-averaged inlet flow angle governed the diffuser pres-
sure recovery. Deniz et al. �5� realized experimental studies of two
vaned diffusers with variable upstream flow conditions. They con-
firmed that the diffuser performances are essentially correlated
with the inlet flow angle �by means of linear relation�, even at
supersonic upstream conditions. Nevertheless, the generated up-
stream flow was axisymmetric, and therefore unable to model the
impeller outlet flow distortion due to the jet-wake.

In the works that are mentioned above, unsteadiness had no
significant effect on the performances, due to the fact that the
compressors were low loaded. However, for the industrial cen-
trifugal compressors, especially in aeronautical domain, the tech-
nical constraints �low weight, small size, high performances, etc.�
lead to increase the compressor loading and specific speed. There-
fore, the blade passage frequency increases and the flow emerging
from the impeller is even more distorted because of the loading
increase. Consequently the unsteady flow structures may play an
important role from an energetic point of view. Shum et al. �6�
provided a detailed numerical analysis of the unsteady potential
effect �due to the vaned diffuser� on the impeller tip leakage flow,
within a high loaded centrifugal compressor. They showed that an

optimum size of radial gap exists, which provides an optimum
pressure ratio. Krain �7� and Krain and Hah �8� investigated the
unsteady flow field in a high-pressure ratio centrifugal compres-
sor. Both the experimental and numerical results have shown a
high level of unsteadiness in the inter-row gap, and a quasisteady
behavior of the flow through the vaned diffuser passage. Actually,
the relatively large radial gap allowed an efficient mixing process,
which minimizes the interaction phenomena. Moreover, the vaned
diffuser was fully shocked and the shock did not go upstream the
vaneless diffuser.

In the present work, on one hand, the diffuser is fully shocked
and, on the other hand, the radial gap is too small to allow a good
mixing. Therefore the unsteady processes significantly impact the
stage pressure rise.

The aim of this paper is to identify the physical mechanisms
involved in the blade row interaction that underlie the change in
performance and to propose a corrective model.

In the first part of the paper, the test case is briefly presented.
Then the numerical simulations �steady/unsteady� are described.
The good agreement between unsteady numerical results and
available experiments allowed the use of the computational fluid
dynamics �CFD� results for investigating the mechanisms in-
volved in the interaction. Finally, an analytical model is proposed
in order to correct part of the change in performance, from only
steady data.

2 Test Case
The centrifugal compressor stage designed and built by TUR-

BOMECA is composed of a backswept splittered unshrouded im-
peller �composed of 2NR blades� and a vaned diffuser �composed
of NS vanes�. A 3D sketch of the stage is given in Fig. 1.

Figure 2 shows a meridional view of the compressor stage and
the two sections where LDA measurements are shown in this pa-
per. Results of LDA measurements at cross sections from the im-
peller inlet up to the diffuseur throat can be found in Ref. �9�.

The measurements and calculations were performed at a rota-
tion speed �R=0.927·�nom. At that speed, the rotor runs with
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subsonic inlet conditions all over the span whereas the absolute
Mach number at the vaned diffuser inlet is supersonic.

3 Numerical Procedure

3.1 Physical Model and Turbulence Modeling. The physical
model of the flow is based on the compressible three-dimensional
Reynolds-averaged Navier–Stokes �RANS� equations written in
the rotating frame of reference of each row

��

�t
+ ���W� = 0 �1�

��W

�t
+ �� ��W � W + �� − �� t� = ���2r − 2� � W� �2�

��E

�t
+ ���EW + ��� − �� t� · W + q + qt� = ��2r · W �3�

where �= pI�−�� . The closure of the previous system requires the
specification of the Reynolds tensor �� t and the turbulent heat flux
qt. By analogy with the Newtonian description of viscous stresses
in a laminar flow, the Reynolds stress tensor is assumed to be
proportional to the rate-of-strain tensor

�� t = 2�tD� − 2
3�t � · WI� − 2

3�kI� �4�

According to the Boussinesq hypothesis �t is the turbulent eddy
viscosity, which has to be modeled. The two last terms provide the
proper trace of the Reynolds stress tensor. This relation leads to
determine two turbulent scales. The first scale is the turbulent
kinetic energy and the second one is often �, the dissipation rate
of k. Smith �10� proposed a linear model, which is directly based
on a length scale l, defined by k3/2 /�. Two supplementary trans-
port equations for k and l are solved:

��k

�t
+ � · ��kW� − � · ��� +

�t

�k
� � k�

= �� t:grad� W −
�

B1

�2k�3/2

l
− 2�	grad� 
k	2 �5�

��l

�t
+ � · ��lW� − � · ��� +

�t

�l
� � l�

=
�2 − E2�

B1

�
2k

l
+

2�t

�lk
grad� l · grad� k

+ �l div W −
�t

�ll
	grad� l	� l

kd
�2

�6�

The turbulent viscosity is evaluated using the following relation:

�t = ��f� �7�

with

� =
�
2kl

�B1
1/3 �8�

and

f� = � c1
4f1 + c2

2�2 + �4

c1
4 + c2

2�2 + �4 �1/4

�9�

The damping function f1 and constants are defined as

f1 = exp�− 50� l

kd
�2� �10�

and

c1 = 25.5, c2 = 2, 	 = 0.41, �l = �k = 1.43,

B1 = 18, E2 = 1.2

The specification of each mesh node distance to wall, d, is
needed and computed at the beginning of the simulation. This
model was previously evaluated for different turbomachinery con-
figurations �11� and is suitable for such applications.

By analogy with the laminar heat flux, the turbulent heat flux is
expressed by qt=−Kt�T. Kt is a turbulent thermal diffusivity de-
fined by Kt=Cp�t /Prt and related to the eddy viscosity using a
constant turbulent Prandtl number Prt. With the assumption of a
constant Prandtl number, the closure of the system is reduced to
the determination of �t and k.

3.2 Boundary Conditions. According to a subsonic flow, to-
tal pressure, total temperature, and flow angles are prescribed at
the inlet of the domain. The turbulent inlet conditions are deter-
mined from a freestream turbulence rate �Tu
� equal to 5% and a
characteristic length scale set to 1% of the blade pitch at the
leading edge. The turbulent kinetic energy is then deduced using
Bradshaw’s relation k
=1.5�Tu
U
�2. At the blade wall, nonslip
and adiabatic conditions are prescribed. A uniform value of the
static pressure is given at the outlet section. These conditions are
implemented according to a technique based on characteristic
relations.

In the steady approach, the flow communication between the
two blade rows used a mixing plane method. In this interblade
plane, a circumferential average is applied to the conservative
flow quantities but preserving radial variations.

In the unsteady calculations, the phase lagged approach is used.
In this approach, the computation domain is limited to a single
blade passage for each row. At a stable operating point and as-
suming uniform inlet conditions, the unsteady effects are only due
to the impeller-diffuser interaction. Then, the flow is time-periodic
in the frame of reference of the rows, TS=2� /�RNR being the
period in the diffuser frame and TR=2� /�RNS being the period in

Fig. 1 3D sketch of the centrifugal compressor stage

Fig. 2 Meridional view of the compressor stage
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the impeller frame �NS and NR are, respectively, the number of
stator and rotor blades�. As a consequence of the time-periodicity
in each frame, a phase-lag exists between two adjacent blade pas-
sages. For each row, this phase-lag is the time taken by a blade of
the next row to cover the pitch of the row, modulo the time-period
of the row. Basically, the phase-lagged technique consists in stor-
ing the flow values on the periodic boundaries and on the
impeller-diffuser interface boundaries in order to deal with the
phase-lag existing between adjacent blade passages. In order to
manage the stored data, the constant time-step used by the solver,
�t, is conveniently defined such as TS=NSNq�t and TR=NRNq�t,
with Nq an integer intended to satisfy the Courant-Friedrichs-
Lewy �CFL� stability criterion. When NS and NR are prime num-
bers, the number of iterations to describe a thorough revolution of
the impeller is then equal to NSNRNq.

3.3 Numerical Scheme. The numerical code used for this
study was the elsA solver developed by Cambier and Gazaix �12�
and validated for external aerodynamic and steady or unsteady
turbomachinery configurations. This code solves the previous pre-
sented equations �the compressible Reynolds-averaged Navier–
Stokes equations, associated with the two-equation turbulence
model k-l� in the rotating frame of reference.

A cell-centered finite volume technique is used on structured
meshes.

The time integration is a backward Euler scheme with implicit
operators. In this work, the implicit operators were approximated
with scalar linearizations and inversed by a lower-upper �LU� re-
laxation method.

The space discretization used a centered Jameson scheme. Sec-
ond and fourth order dissipative terms were added to capture the
discontinuities and ensure numerical stability. Martinelli’s correc-
tion �13� was also applied. For the turbulent transport equation
system, only the viscous part is discretized using the previous
space centered scheme.

In order to accelerate the convergence to the steady state the
classical multigrid method proposed by Jameson �14� was used.

3.4 Mesh. A multidomain approach on structured meshes is
used with classical H, O, and C topologies �Fig. 3�. The near-wall
regions around the blades are described by an O-block to allow a
precise description of the viscous effects. C-blocks are used to
connect O-blocks of the main blade and the splitter. Upstream,
downstream, and interface regions are defined with classical
H-blocks.

4 Overall Performances
The pressure ratio curves coming from the steady calculations,

the unsteady calculations, and the experiments are plotted in Fig.
4 as a function of the specific mass flow, at rotor speed �R
=0.927·�nom. The pressure ratio is defined as �= p3 / p01, and the
specific mass flow as

ṁsp =
ṁ
rT01

D1S
2 p01

�11�

The experimental value of p3 is the mean value of the static pres-
sures measured on the shroud and hub wall surfaces at the stage
outlet �Fig. 2�. The health of the facility during the test was con-
tinuously monitored via the measured pressures, temperatures,
and flow rate, which are given at �0.4%, �1 K, and �0.2%,
respectively.

The numerical values come from data extracted in the same
sections. The mean outlet static pressures from steady and un-
steady calculations come from area-averaged and time and area-
averaged values, respectively. For the mean mass flow calculation,
the data were mass-averaged and time and mass-averaged.

An excellent agreement between the unsteady numerical data
and the experiments is found for the four calculated points. It is

Fig. 3 H-C-O topology of the mesh

Fig. 4 Pressure ratio of the compressor stage
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important to note that neither operating points close to the com-
pressor stall nor close to choke were calculated in the present
study.

The pressure ratio–mass flow curve resulting from the steady
simulations is clearly shifted, which leads to overestimate the
pressure ratio whatever the mass flow. The calculated choking
mass flow is overestimated by 3.3%.

Figure 5 gives the stagnation temperature rise coming from the
steady calculations, the unsteady calculations, and the experi-
ments as a function of the specific mass flow. The experimental
data are represented with a gray band, which takes into account
the measurement uncertainty. The temperature rise �T03−T01� was
reduced by the maximum value of the experimental temperature
rise: �T03−T01�−max��T03−T01�exp� is thus plotted versus ṁsp. The
three sets of temperature rise are very similar so that the shift in
pressure ratio between the unsteady and steady results is thought
to be pressure loss related.

In order to understand the detrimental effect of the unsteadiness
on the pressure ratio, attention is now focused on the origin of the
unsteady processes, at a given operating point, which is circled in
Fig. 4. This point was chosen because at this point, experimental
internal flow data were available and the unsteady calculation ex-
hibited an excellent convergence rate.

5 Flow Unsteadiness in The Compressor Stage
By solving an unsteady RANS equation system, it is possible to

calculate the deterministic unsteady flow field f�r ,�R/S ,z , t�. The
subscript R /S means that the data may be expressed either in the
relative frame of reference or in the absolute frame of reference.
The time-dependent flow f�r ,�R/S ,z , t� may be decomposed into a
time-averaged component f�r ,�R/S ,z , t�t and a fluctuating compo-
nent f��r ,�R/S ,z , t� as follows:

f�r,�R/S,z,t� = f�r,�R/S,z,t�t + f��r,�R/S,z,t� �12�

The level of unsteadiness � f̄ fluctu� was first quantified by calculat-
ing the time-averaged value of the fluctuating component absolute
value

f̄ fluctu = �f��r,�R/S,z,t��t �13�

Figure 6 shows the meridional evolution of the unsteadiness level,
as defined in Eq. �13�, based on the pressure �p̄fluctu� reduced by
the axisymmetric value of the static pressure at the mid inter-row
gap. The evolution is given through the impeller �calculated in the
relative frame� and through the diffuser �calculated in the absolute
frame�, at the operating point circled in Fig. 4. The abscissa is the
reduced meridional distance, with m�=0 located at the impeller
leading edge, m�=1 at the impeller trailing edge, m�=1.05 at the
vane leading edge, and m�=1.52 at the vane trailing edge �cf. Fig.

2�. The scales of the ordinates are different because of the change
in frame.

The flow behavior predicted by the unsteady simulation is com-
pletely steady up to around m��0.65 �Fig. 6�a��. Moreover, up to
this abscissa, a very good agreement is found regarding the inter-
nal flow field, which is measured or calculated with both the
steady and unsteady codes. Figures 7 and 8 show the reduced
meridional and tangential velocity components �Vm /U2 and
Vt /U2� at a cross section located in the highest meridional curva-
ture of the impeller �m�=0.63�. Maps �a�, �b�, and �c� are plotted
with data coming from the experiments, unsteady calculation
�time-averaged data�, and steady calculation, respectively.

In the experimental maps, the grid within the black frame
shows the points where the accuracy of the data is better than
�1%. In the outer parts, data were erased because accuracy is
poor due to the decrease in signal-to-noise ratio resulting from a
decrease in seeding and an increase in the light reflections from
the blade surfaces.

The frame superimposed over the numerical data shows the
domain where the reliable LDA data are available. Both experi-
mental and numerical maps are drawn with the same scale. Within
the comparable domains, a reasonable agreement is obtained,
which notably justifies the use of the CFD results for a deeper
analysis.

From m /ms�0.65 the level of unsteadiness is significant, both
in the rear part of the impeller, in the vaneless space, and in the
vaned diffuser �Figs. 6�a� and 6�b��. At mid inter-row gap �m�

=1.025� the absolute value of the fluctuating static pressure
reaches 12% of the mean static pressure, which is not negligible.

If expressed in the absolute frame of reference, the fluctuating
component f� actually contains the spatial fluctuations of the time-
averaged field in the rotating frame of reference and the purely
unsteady part of the field

Fig. 5 Reduced temperature rise

Fig. 6 Level of unsteadiness through the impeller „a… and
through the vaned diffuser „b…

041011-4 / Vol. 131, OCTOBER 2009 Transactions of the ASME

Downloaded 28 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



f��r,�S,z,t� = fR�r,�R,z� + f��r,�S,z,t� �14�
The purely unsteady effects of the impeller-diffuser interaction are
included in that term f�, which is obviously absent in a steady
simulation.

Figure 9 shows the purely unsteady part of the relative velocity
plotted in a time/space plot, over a stator pitch �abscissa� and a
rotor time-period �ordinate�, at mid inter-row gap �m�=1.025� and
at 70% of blade height. The inclined lines represent the blade
wake locations. Maps �a� and �b� are plotted with data coming
from the experiments and the unsteady calculation, respectively,
with the same scale. According to Eqs. �12� and �14�, the purely
unsteady part of the relative velocity was calculated as

�15�
It was obtained by subtracting the axisymmetric field �term �2��
and the time-averaged fields calculated in the frame of reference
of the vaned diffuser �term �3�� and impeller �term �4�� from the
time-dependent flow field �term �1��. It is important to note that in
both the experiments and the calculation, the random time scales
of the turbulent flow are filtered. Thus, the unsteadiness captured
in the periodic evolution of the flow field only relates to the phe-
nomena clocked with the rotor main blade passing frequency.

Despite the lower amount of grid points described in the experi-
ments compared with the calculation, the agreement is rather sat-
isfying in terms of both flow pattern and unsteadiness level. Spots
of high level of unsteadiness are observed near the coincidence
between a blade trailing edge and a vane leading edge �marked
out by the vertical lines�. This may be further explained; thanks to
the temporal maps of the flow field �given in Fig. 11�. Concerning
the experiments �Fig. 9�a��, the energetic contribution of the
purely unsteady velocity W� reaches 20% of the energy contained
in the fluctuating component W�. Regarding the numerical results
�Fig. 9�b��, this value is equal to 21%. These values are very
similar and show that the purely unsteady component has a sig-
nificant contribution to the total fluctuating component.

6 The Origin of Performance Changes
The unsteadiness may be source of additional entropy increase.

Figure 10 gives the meridional evolution of entropy from the im-
peller leading edge �m�=0� up to the diffuser vane trailing edge
�m�=1.52�, resulting from the steady and unsteady calculations at
the operating point circled in Fig. 4.

The entropy from steady and unsteady calculations was mass-
averaged and mass and time-averaged, respectively. The mid
inter-row gap �m�=1.025� is marked with a continuous line; the
leading and trailing edges of the impeller and vane are marked
with dotted lines. The difference in entropy between the steady
and unsteady calculations is situated in a region between m�

�0.90 and m��1.15, around the vaneless space. Upstream m�

=0.90 the two entropy evolution curves are superimposed: The
unsteadiness observed between m��0.65 and m��0.90 �Fig.
6�a�� is not a source of entropy. Downstream m�=1.15, the two
curves are parallel: Nor does the unsteadiness within the diffuser
has a significant effect in terms of entropy �keeping in mind that
the turbulence model is based on the Reynolds-averaged flow, i.e.,
the turbulence model is a quasisteady model�, even if it has been
shown �15� that it led to a pulsating behavior of separated bubbles
on the vane pressure side, which may be an onset of strength
instabilities.

It is thus found that the discrepancy in performances predicted
by the unsteady and steady simulations comes from the inter-row
gap region �0.90�m��1.15�. The physical mechanisms respon-
sible for this change in entropy are highlighted in Fig. 11, which
shows the time-dependent absolute Mach number in the interac-
tion region, at 50% section height for 12 time steps over the rotor
blade passing period. The white lines, which are superimposed in
each frame, localize m�=0.90, m�=1.025, and m�=1.15. The
sonic lines �SLs� are marked out with black curves.

Fig. 7 Reduced meridional velocity at section E „m�=0.63…

Fig. 8 Reduced tangential velocity at section E „m�=0.63…
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As a blade moves close to a vane leading edge, it interacts with
the vane bow shock, which shape is thus very deformed. At these
“metal coincidence” time steps, high fluctuations are generated, as
it was observed in Fig. 9. Subsonic pockets move upstream along

the pressure side of both the main blade �Figs. 11�c� and 11�d��
and the splitter blade �Figs. 11�i� and 11�j��. They lead to an area
of low Mach number visible even upstream m�=0.9, which ex-
plains unsteadiness between m�=0.65 and m�=0.9 �cf. Fig. 6�a��
without any entropy generation.

Other subsonic pockets are torn out from the vane leading edge
bow shock and swept along the vane suction side �Figs. 11�g�,
11�h�, and 11�l��. This is very similar to the observations of Gor-
rell et al. �16� from a study of the interaction of an inlet guide
vane and a transonic rotor.

Moreover, the flow emerging from the impeller is distorted be-
cause of combined effects of curvatures, rotation, and tip leakage
flow. This distortion leads to the classical “jet and wake” struc-
ture, which, as it moves, is responsible of a periodic increase in
Mach number ahead of the bow shock wave. Therefore the shock
wave periodically steepens and flattens upstream of the vane
channels and the entropy increase in passing through the shock
periodically fluctuates.

The time-averaged effect of the moving of the jet-wake struc-
ture ahead of the vaned diffuser and the associated deformation of
the bow shock are summarized in Fig. 12, which gives the abso-

Fig. 9 Purely unsteady relative velocity at mid inter-row gap and 70% sec-
tion height, over a stator pitch and a rotor time-period

Fig. 10 Meridional evolution of entropy

Fig. 11 Absolute Mach number contours, at 50% section height
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lute Mach number contours in the diffuser entry zone, from the
rotor/stator meshes’ interface where the mixing plane method is
applied in the steady simulation �m�=1.025� up to m�=1.15.

Figure 12�a� shows the results obtained from the steady simu-
lation: The bow shock obviously cannot extend upstream of the
mixing plane. Therefore, even if the circumferentially averaged
Mach number at m�=1.025 has the same value as the time and
circumferentially averaged Mach number resulting from the un-
steady simulation �Fig. 12�b��, the Mach number in front of the
shock is far lower in the steady case than in the time-averaged
unsteady case. Consequently, the losses associated with the shock
are lower in the steady case than in the unsteady one.

As the moving of the jet and wake flow structure in front of the
bow shock was supposed to account for the majority of the per-
formance change, a model is hereafter proposed in order to inte-
grate the associated additional loss in the steady performances.

7 A Corrective Model
The model aims to introduce the effects of the moving of the

jet-wake structure in front of the vane bow shock in the pressure
ratio coming from the steady calculations. The pressure ratio is
expressed as

� =
p3

p01
=

p02

p01

p02�

p02

p3

p02�
�16�

which means that the overall pressure ratio is written as the prod-
uct of the ratios �p02 / p01� in the impeller, �p02� / p02� across the
shock, and �p3 / p02�� in the subsonic part of the diffuser. This
decomposition supposes that the loss across the shock is dissoci-
ated from other losses. This assumption is acceptable as long as
the shock/vane suction side boundary layer interaction does not
lead to any boundary layer separation, which is the case if the
incident Mach number is lower than around 1.35.

Supposing that the pressure ratios within the impeller �p02 / p01�
and in the subsonic part of the diffuser �p3 / p02�� are unchanged,
the corrected overall pressure ratio is thus calculated as

��corr = �

 p02�

p02


corr

 p02�

p02


steady

�17�

The stagnation pressure ratio across a shock, p02� / p02, is given by

p02�

p02
= �1 +

2

 + 1
�Mn2

2 − 1��−1/�−1��1 −
2

 + 1
�1 −

1

Mn2
2 ��−/�−1�

�18�

or for short

p02�

p02
=

p02�

p02
�Mn2� �19�

The difference between p02� / p02 �steady and p02� / p02 �corr in Eq. �17�
comes from the normal Mach number, which is introduced into
Eq. �18�.

�1� For the calculation of p02� / p02 �steady, the considered normal
Mach number is the mass-averaged normal Mach number
in front of the shock, Mn �inlet-shock, extracted from the
steady calculation.

�2� For the calculation of p02� / p02 �corr, the time-averaged effect
of the moving of the jet-wake structure ahead of the shock
is taken into account through the induced fluctuations of the
normal Mach number. Figure 13�a� gives the absolute nor-
mal Mach number close to the impeller exit, coming from
the steady calculation. The jet and wake structure is identi-
fiable by a high Mach number zone in the shroud-suction
side corner. Ignoring the tip leakage flow, the flow pattern
may be modeled as shown in Fig. 13�b�, which derives
from the jet-wake model proposed by Rohne and Banzhaf
�17�. At any section height, a high Mach number Mn

+ occurs
in a portion of the blade passage and a low Mach number
Mn

− occurs in the rest of the passage. Therefore the loss
across the shock is calculated as

 p02�

p02


corr
= �

p02�

p02
�Mn

+� + �1 − ��
p02�

p02
�Mn

−� �20�

with �=0.5, at 50% section height.

As shown in Fig. 13�b�, � linearly varies from 1 at shroud to 0
at the hub.

Due to the fact that the loss increase across a shock is not a
linear function of the inlet Mach number �Eq. �18��, the loss cal-
culated with Eq. �20� differs from the loss based on the mean
value of Mn

+ and Mn
−.

The flow diffusion from the impeller exit up to the shock is
taken into account through the mass-averaged normal Mach num-
ber. Therefore, the values of Mn

+ and Mn
−, which are injected in Eq.

�20�, are calculated as

Fig. 12 Absolute Mach number, at 50% height

Fig. 13 Absolute normal Mach number, close to impeller exit
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Mn
+ = Mn�inlet-shock + �Mn

+�impeller_exit − Mn�impeller_exit�

Mn
− = Mn�inlet-shock − �Mn

−�impeller_exit − Mn�impeller_exit� �21�

7.1 Application. This model was applied to the pressure
ratio–mass flow curve obtained with the steady calculations. Each
operating point was corrected both in pressure ratio and in mass
flow rate according the relation � / ṁ=C �C being a constant�.
Assuming a prescribed static outlet temperature T3, such a relation
imposes the Mach number and the flow angle at the stage outlet
�M3 and �3�.

At any given operating point the pressure ratio was corrected
accordingly the corrective model. Knowing the constant C, the
corrected mass flow was thus calculated as

ṁsd�corr = C−1 · ��corr �22�

Figure 14 shows the pressure ratio–mass flow rate curves coming
from the experiments, the unsteady calculations, the steady calcu-
lations, and the corrective model applied to the steady results.

The model leads to a significant shift of the steady prediction
toward the unsteady �experimental and numerical� results. Due to
the fact that only a part of the identified mechanisms responsible
for the additional losses were taken into account, the correction is
not perfect. Nevertheless, around half of the difference was cor-
rected. That is particularly noticeable regarding the chocking mass
flow prediction, which overestimation is reduced from 3.3% to
2%.

8 Conclusion
The pressure ratio achieved in a high-pressure transonic cen-

trifugal compressor showed to be overestimated by steady com-
putations in comparison with unsteady numerical results and ex-
periments. A detailed analysis of the internal flow field led to
identify the physical mechanisms responsible for the additional
losses associated with unsteadiness. The origin of these additional
losses was mainly located in the inter-row gap region.

A simple analytical model was proposed in order to correct the
steady predictions from the losses associated with the moving of
the jet and wake flow structure emanating from the impeller in
front of the vane leading bow shock. The model requires only data
extracted from the steady calculations. In the present case, the
model enhances the performances prediction, notably regarding
the chocking flow. Nevertheless, it should be interesting to test it
in other transonic compressors for validation.

In the present work, major effort was focused on the impeller-
diffuser interaction losses generated in the inter-row gap. There
are clearly other additional losses of which mixing losses, tip-gap

losses, and those due to shock-vane boundary layer interaction.
This last phenomenon is all the more important as the operating
point moves toward the choke. Current analysis of unsteady simu-
lations shows that the periodic change in strength of the shock
leads to a severe vane boundary layer separation, which may be
source of a chocking mass flow decrease and additional unsteady
losses. This has to be deeper investigated in order to enhance the
proposed corrective model.
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Nomenclature

Latin Letters
D � diameter
f � arbitrary flow variable

k , l � kinetic turbulent energy, length scale of
turbulence

LDA � Laser Doppler anemometry
m � meridional coordinate
ṁ � mass flow
M � Mach number

MB, SB � main blade, splitter blade
N � number of blades

PS, SS � pressure side, suction side
p � pressure

r, �, z � cylindrical coordinates
T � time-period, temperature
t � time

U � impeller speed
V � absolute velocity
W � relative velocity

Greek Letters
 � specific heat ratio
� � pressure ratio
� � density

� � rotation speed

Superscripts and Subscripts
� � reduced variable

f̄ � mass-averaged value of f
axi � axisymmetric variable

0 � total variable
1 � at impeller inlet
2 � at impeller exit
3 � at diffuser exit

m, r, t � meridional, radial, tangential
n � normal

nom � nominal
R /S � relative to rotor/stator �impeller/diffuser�
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Effect of Wakes and Secondary
Flow on Re-attachment of Turbine
Exit Annular Diffuser Flow
In this paper numerical results of wake and secondary flow interaction in diffuser flow
fields are discussed. The wake and secondary flow are generated by a rotating wheel
equipped with 30 cylindrical spokes with a diameter of 10 mm as a first approach to the
turbine exit flow environment. The apex angle of the diffuser is chosen such that the flow
is strongly separated according to the well-known performance charts of Sovran and
Klomp (1967, “Experimentally Determined Optimum Geometries for Rectilinear Diffus-
ers With Rectangular, Conical or Annular Cross-Section,” in Fluid Mechanics of Internal
Flow, Elsevier, New York, pp. 272–319). This configuration has been tested in an experi-
mental test rig at the Leibniz University Hannover (Sieker and Seume 2007, “Influence of
Rotating Wakes on Separation in Turbine Exhaust Diffusers,” Paper No. ISAIF8-54).
According to these experiments, the flow in the diffuser separates as free jet for low
rotational speeds of the spoke-wheel, as expected by theory. However, if the 30 spokes of
the upstream wheel rotate beyond the value of 500 rpm the measurements indicate that
the flow remains attached to the outer diffuser wall. It will be shown by the present
numerical analysis with the commercial solver ANSYS CFX-10.0 that only an unsteady ap-
proach using the elaborate scale adaptive simulation with the shear stress transport
turbulence model is capable of predicting the stabilizing effect of the rotating wheel to the
diffuser flow at larger rotational speeds. The favorable comparison with the experimental
data suggests that the mixing effect of wakes and secondary flow pattern is responsible
for the reattachment. As a result of our studies, it can be stated that the considerably
higher numerical costs associated with unsteady calculations must be accepted in order
to increase the understanding of the physical flow phenomena in turbine exit flow and its
interaction with the downstream diffuser. �DOI: 10.1115/1.3070577�

1 Introduction

It is well known that a proper exit diffuser design can raise the
gas or steam turbine power output considerably due to the better
conversion of kinetic energy behind the last turbine stage into a
high static pressure recovery of diffuser exhaust system. There-
fore, turbine exit diffusers have a significant impact on the overall
engine size and efficiency of steam and gas turbines.

Furthermore, it is generally accepted that the turbine outlet flow
pattern has to be taken into account in the diffuser design process
to reduce the size of diffusers for more compact designs of ex-
haust systems in turbomachines. Currently, annular diffuser design
systems are based on the well-known performance maps devel-
oped by Sovran and Klomp �1� or the more advanced maps by
ESDU �2�. These performance charts are important for the prede-
sign, but essential features of the turbine exit flow such as swirl,
total pressure profiles, and tip-clearance flows are not considered.
Concerning swirl and tip-clearance effects, experiments have
shown a positive effect of moderate inlet swirl on the performance
of diffusers, which are operated close to stall, see, for example,
Ref. �3� for conical and Ref. �4� for annular diffusers. Back and
Cuffel �5� and Nicoll and Ramaprian �6� investigated the strong
effect of tip-clearance represented by a near-wall-jet injection by
which the separation zone at the diffuser outlet could be reduced.
A large number of experiments for isolated diffuser flow studies

are available in the open literature and a comprehensive overview
on the current state-of-the-art of diffuser design correlations has
been published by Japikse �7�.

In addition to these isolated diffuser investigations, extensive
experimental studies of interaction effects of an axial cold air
turbine with annular diffuser flow fields were carried out by Quest
and Kruse �8�. The favorable effect of inlet swirl on diffuser per-
formance was confirmed in these investigations but unlike the
isolated diffuser flow field investigations, the orientation of the
absolute swirl with respect to the rotation of the turbine was
shown to have a dominant effect on diffuser performance. An
important result of these studies was that the optimum of static
pressure recovery for constant area ratio diffusers could be moved
toward shorter normalized diffuser sizes of L /h1 than given by the
performance charts of Sovran and Klomp �1�.

The observations of all these experimental investigations indi-
cate that for more accurate and compact design the entire system
of last turbine stage, diffuser, and duct have to be taken into ac-
count during the design process.

In order to overcome these shortcomings, computational fluid
dynamics �CFD� have become important to gain more insight in
the interaction effects inherent with turbine and diffuser flows.
Willinger and Hasselbacher �9� studied the effect of rotor tip-
clearance flow on diffuser performance with a Navier–Stokes
solver, where the turbulent flow was simulated using a k-� turbu-
lence model. Vassiliev et al. �10� applied various turbulence mod-
els based on the eddy-viscosity hypothesis. A comparison of the
computed diffuser pressure loss coefficients of coupled and un-
coupled turbine-diffuser configurations showed that all flow field
features, for example, turbulent kinetic energy and secondary
flow, have to be captured in order to estimate realistic inlet bound-
ary conditions for isolated diffuser flow field computations.

If applying CFD for design, cost and speed of the analysis are
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of crucial importance. In state-of-the-art applications steady-state
analysis with mixing plane or frozen-rotor approaches are pre-
ferred. By using the frozen-rotor approach numerical investiga-
tions by Kluß et al. �11� have shown that circumferentially non-
uniform flow at the diffuser entrance has a strong effect on the
diffuser performance, which could not be obtained with the clas-
sical mixing plane approach.

The goal of the current paper is to understand the impact of
secondary flows on the separated diffuser performance, which has
been observed in a test rig at the Leibniz University Hannover
�12�, where the last stage of a turbine has been simulated using a
wheel with 30 spokes. In order to estimate the effort to cover all
essential features of the real flow in the numerical analysis, the
experimental test rig facility, the numerical approach, selection of
turbulence models, and their validation with steady and unsteady
calculations are considered first. Finally, the effects of wakes and
secondary flow, which vary with the rotational speed of the spoke-
wheel, on the diffuser flow are studied with the validated numeri-
cal procedure.

2 Experimental Test Rig
The test rig is a model of a gas turbine exhaust diffuser in 1/10

scaling and was originally set up at the Leibniz University Han-
nover by Fleige et al. �13�, which has been extended for the cur-
rent investigations. Figure 1 shows the test facility and the main
diffuser components. The geometrical parameters are given in
Table 1.

The mass-flow rate is controlled by a 37 kW axial fan, which
pulls air at ambient condition through the test facility. The annular
diffuser inlet Mach number is about 0.1 and the Reynolds number
is in the range of 4.5�105 based on the inlet height h1 and the
axial mean velocity at the inlet.

In order to achieve a jetlike separation pattern of the isolated
diffuser, the original configuration was replaced by a new annular
diffuser with a half aperture angle of �AD=20 deg. The area ratios
for both the annular and conical diffusers, are kept the same.

In order to investigate the influence of perturbations caused by
the last rotor of a real turbine, a rotating wheel equipped with 30
cylindrical spokes with a diameter of d=10 mm was added to the
test rig in front of the annular diffuser as a simple way to generate
rotating wakes �12�. The spoke-wheel is driven by a 4 kW electric
motor with a frequency converter, and the rotational speed can be
varied in the range of n=0–3000 rpm. Detailed overviews about
the instrumentation, the measurement program and the test results
are given in Ref. �12�.

For the comparison of experimental and numerical results, the
measured data of radial total and static pressure distributions at
inlet and outlet of the annular diffuser and the radial distributions
of axial and tangential velocity components at 50% annular dif-
fuser length �x /h1=0.89�, as well as for 10% length of the conical
diffuser �x /h1=3.57�, were used. The radial pressure distributions
were measured by using miniaturized three-hole pneumatic probes
and the radial velocity distributions by using a backward scatter-
ing two-dimensional laser Doppler velocimeter �2D-LDV�. Ac-
cording to 2D-LDV measurements corresponding turbulence rms-
velocity values are available for the comparison between the
measured and computed turbulence characteristics. The positions
of the pneumatic probes, as well as of the LDV system, can be
seen in Fig. 2.

3 Numerical Approach
The numerical investigations were performed with the commer-

cial solver ANSYS CFX-10.0. It is based on a combined finite-
volume/finite-element algorithm, which uses a coupled solver for
mass and momentum equations and an algebraic multigrid scheme
for convergence acceleration. The numerical scheme is a colo-
cated �nonstaggered� pressure-based method and a selective inter-
polation is applied in order to avoid the uncoupling of pressure
and flow field.

For the transient flow simulation, an implicit second-order ac-
curate time differencing scheme was used and the advection fluxes
are evaluated using a blended second-order space discretization
technique for transient and for steady-flow simulation.

A detailed description of the solver is given in the ANSYS CFX

Manual �14�.

3.1 Turbulence Models. ANSYS CFX-10.0 offers a wide range
of turbulence models at different levels of complexity. Up to the
present, the main problem has been that there exists no single
universal turbulence model, which can describe different flow

Fig. 1 Diffuser test rig facility

Table 1 Geometrical parameters

Annular Conical Entire diffuser

A2a /A1=1.93 A3 /A2b=2.25 A3 /A1=5.35
LAD /h1=1.78 LCD /h2b=5.78 LED /h1=19.64
�=0.59 - -
h1=97 mm h2b=300 mm, h3=450 mm -
�AD=20 deg �CD=5 deg -

Spoke-wheel diameter d=10 mm
h1 /d=9.7 sm /d=3.95 LAD /d=17.3

Fig. 2 Measurement positions of pneumatic probes and LDV
for the comparison of experiments with numerical data
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types with the same accuracy. In order to identify a suitable tur-
bulence model for the complex separated flows in diffusers, evalu-
ation of the following turbulence models were carried out using
measured test rig data published in the open literature:

• standard k-� turbulence model
• shear stress transport �SST� turbulence model
• scale adaptive simulation with the shear stress transport

�SAS-SST� turbulence model

The standard k-� and the SST turbulence models are both based
on the Reynolds-averaged Navier–Stokes �RANS� equations and
belong to the group of statistical turbulence models based on the
eddy-viscosity hypothesis. For the k-� turbulence model the scal-
able wall function was applied to ensure a consistent mesh refine-
ment independent of the Reynolds number. SST combines the
advantages of k-� and k-� models and was first introduced by
Menter �15�. By applying the k-� model in the outer turbulence
wall region, the strong sensitivity to freestream condition inherent
with the turbulent frequency rate � can be avoided. The k-�
model is applied in the near-wall region in order to capture a
realistic boundary layer flow without using wall functions. More-
over, for flow types with adverse pressure gradients, for example,
diffuser flows, standard two-equation turbulence models do not
properly account for principle shear stress transport in flow re-
gions with separation. By using the Bradshaw �16� relation be-
tween shear stress and turbulent kinetic energy �cax�ctg��0.3·k� a
limiter in the SST model reduces the eddy viscosity in separated
zones and leads to a better prediction of the separation line.

In case of unsteady Reynolds-averaged Navier–Stokes
�URANS� calculations, recent investigations have shown that
standard turbulence models are not able to resolve the time-
dependent nature of the flow properly for all cases where un-
steadiness dominates the large-scale eddies, for example, the de-
tached eddies �17�. In order to resolve at least the large vortex
structures, more sophisticated turbulence models must be applied
such as large eddy simulation �LES�. Unfortunately, the computa-
tional costs are still prohibitively expensive for high Reynolds
number flows and the application of LES is not practicable for
many industrial flow simulations. On the other hand, hybrid mod-
els, such as detached eddy simulation �DES� developed by Spalart
et al. �18� or the recently developed SAS model by Menter et al.
�19–21�, allow to resolve various scales of detached eddies, while
wall-bounded flow eddies are modeled by a RANS model. In the
DES approach the wall-bounded RANS mode is switched to a
LES mode in detached regions. Complex flows at high Reynolds
number can be simulated in this manner. However, this model
demands for a detailed understanding and a high accuracy of grid
generation that hindered systematic grid refinement studies �17�.

In the present work, the SAS-SST turbulence model for un-
steady simulation with features comparable to LES was applied.
In contrast with the DES approach exact grid information is not
demanded and results of similar quality were obtained �22�. The
SAS model is an improved URANS-type model and originally
derived from the exact transport equation for the integral length
scale by Rotta �23�. Menter et al. �19–21� reformulated this trans-
port equation by using the second derivative of the velocity and
incorporated the eddy-viscosity assumption for the shear stress to
maintain the features of the SST model in RANS regions and to
activate the SAS capability in URANS regions by using the von
Kármán length scale, LVK, as an appropriate indicator to detect the
level of unsteadiness.

In this approach the SAS term increases the value of � in un-
steady regions resulting in a reduction in turbulent kinetic energy
k, as well as the eddy viscosity, such that the overprediction of the
diffusion, which is a common weakness of standard URANS com-
putations, can be avoided.

3.2 Computational Domain. The computational model of the
diffuser test rig is shown in Fig. 3. It consists of the intake, the

spoke-wheel, the annular diffuser and the conical diffuser, which
is extended by a constant cylindrical duct at the outlet instead of
the settling chamber. Only one pitch in circumferential direction is
used for the numerical analysis and periodicity conditions, marked
by the circles with arrow, are applied at the circumferential
boundaries.

Figure 4 shows the structured meshes for the computational
domain generated by ANSYS ICEM CFD. About half a million grid
points are used with the spoke-wheel and the annular diffuser
covering about 50% of the total number.

In order to investigate mesh independency effects, steady-state
2D studies with different mesh settings were carried out previous
to the 3D calculations. According to these studies, the normalized
size of the first near-wall cell in the spoke-wheel and the annular
diffuser regime amounts y+�2, and more than 20 nodes in the
boundary layer of the annular diffuser were necessary to ensure an
appropriate near-wall resolution.

For all computations, boundary conditions were reduced to
ISO-standard values �total pressure and total temperature�. At the
exit of the constant area duct downstream of the conical diffuser
the static pressure was specified to match the measured mass-flow
rate.

3.3 Influence of the Interface Position. At the interface of
the rotating and stationary reference frames the following three
options are available in ANSYS CFX:

• Steady calculation: �1� stage or �2� frozen-rotor interface
model

• Unsteady calculation: �3� Transient interface model

Fig. 3 Computational domain

Fig. 4 Structured mesh topology at the meridional plane with
ANSYS ICEM CFD
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In our investigation the so-called stage interface �1� between
rotor and stator is not appropriate because it causes a laterally
uniform flow at the diffuser inlet.

The authors showed in an earlier paper that the circumferen-
tially nonuniform flow, by using the frozen-rotor approach at the
diffuser entrance, has a strong effect on the diffuser performance.
In this numerical approach, the flow variables were directly trans-
ferred across the interface plane between rotor exit and diffuser
inlet so that the influence of the computed stationary secondary
flow pattern on the diffuser performance could be taken into ac-
count and therefore the frozen-rotor approach seems to be better
suited �11�.

For the present investigation, another important aspect was the
position of the interface plane between the spoke-wheel and the
annular diffuser regions. In the version of ANSYS CFX currently
used, the steady-state approach does not support nonreflecting
boundary conditions and this led to considerable numerical errors
in our steady-state calculations if the interface was located in a
region dominated by the wakes of the spoke. Numerical studies
with varied interface positions between spoke-wheel and the inlet
region of the annular diffuser have suggested that the distance of
the interface plane must be located at least more than three spoke
diameters downstream of the spoke-wheel in order to avoid nu-
merical errors, Fig. 5.

As diffuser struts are not considered in the present analysis,
interface planes can be avoided completely by the annular diffuser
analysis in the rotating reference plane. The location of the inter-
face plane is chosen at the inlet into the conical diffuser, which is
equivalent to a normalized position of x /d=17.3. It must be men-
tioned here that although the conical diffuser could be considered
in the rotating reference frame as well, it is more appropriate to
leave it in the stationary frame because the relative flow angle at
the exit of the entire computational domain would become too
strongly skewed with regard to the mesh lines. Figure 6 shows the
comparison of the computed absolute velocity flow field in the

meridional plane with two different interface positions for the
frozen-rotor approach and for the stage approach in the upper half
and with rotating annular diffuser in the lower half, respectively.

Concerning the direction of the core flow and the topology of
the separated region trends are predicted with opposing flow char-
acteristics for the interface distance of x /d=1. For the simulta-
neous computation with spoke-wheel and annular diffuser the
computed flow field in front of the interface plane corresponds
well with the flow pattern obtained with the frozen interface and
the larger distance of x /d=4. For the cases considered in this
section, the computed static pressure recovery factors �defined in
Sec. 4.1� for varied normalized interface positions are shown in
Fig. 7. It can be seen that they are very sensitive with the interface
plane locations but approach a common value if the distance is
sufficiently large.

Following these results, all steady and unsteady numerical stud-
ies discussed in the following chapters were done with a rotating
domain covering both spoke-wheel and annular diffuser. In order
to match the no-slip boundary conditions in the stationary refer-
ence frame, so-called “counter-rotating walls,” as offered by AN-

SYS CFX, were specified. The definitions of interface treatment for
steady and unsteady computations are summarized in Table 2.

Fig. 5 Variation of interface distances downstream of the
spoke-wheel

Fig. 6 Absolute velocity field in the meridional plane

Fig. 7 Static pressure recovery versus normalized interface
position
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Figure 8 shows the positions of the interface planes and the loca-
tions of the counter-rotating walls.

4 Selection of the Numerical Approach for Steady and
Unsteady Calculation

Before applying the numerical scheme to our problem the vali-
dation of the numerical method was accomplished by using the
experimental data from the diffuser test rig at the Leibniz Univer-
sity Hannover �12�. At first, the test rig configuration without
spoke-wheel and no swirl at annular diffuser inlet will be consid-
ered �Sec. 4.2�. For the configuration with standing spoke-wheel
condition, the comparison of steady and unsteady calculation will
be presented. The investigation with steady calculations for the
rotational speed of n=1500 rpm and the unsteady results between
the SST and SAS-SST turbulence model will be discussed in Secs.
4.4 and 4.5, respectively.

4.1 Diffuser Performance Evaluation and Averaging
Procedures. In order to evaluate the diffuser performance, the
well-known static pressure recovery coefficient is used and de-
fined by

Cp =
p̄s,outlet − p̄s,inlet

p̄t,inlet − p̄s,inlet

�1�

Corresponding to the processing of experimental data the pressure
difference between diffuser inlet and outlet is estimated with area-
averaged data of the radial static pressure �ps� distributions. To
take into account the shape of the velocity distributions at the
diffuser inlet, the mass-flow averaging procedure for the total
pressure distributions �pt� and the area-averaging method for the
static pressure are applied. The adverse effect on the estimation of
the static pressure recovery by the static pressure drop at the dif-

fuser kink is avoided by shifting the normalized measuring posi-
tion x /h1=0.155 downstream from the diffuser inlet.

For unsteady calculations a time-averaging procedure for the
flow field variables must be applied. This is done by using an
automatic ANSYS CFX averaging procedure

�̄�xi�time =

�
j=1

N

��xi,t� j

N
�2�

N is the number of time steps used for the averaging procedure
with a constant time step size and � is a flow field variable for the
corresponding time step. The choice of an adequate averaging-
time scale will be discussed in Sec. 4.5. For the comparison be-
tween the measured and predicted unsteady static pressure recov-
eries, the area averaging for static pressure and mass-flow
averaging for the total pressure were applied.

4.2 2D Calculation Without Spoke-Wheel. At first, we con-
sider the test rig configuration without spoke-wheel. The measure-
ments with different swirl �0 deg, 15 deg, 25 deg, and 30 deg�
configurations at diffuser inlet were carried out at the Leibniz
University Hannover �12�. In all experimental cases, strongly
separated flow was observed at the casing. With the current ge-
ometry the early onset of jetlike stall is caused by the large half
aperture angle of �AD=20 deg. In this case the well-known posi-
tive effect of the inlet swirl is not able to stabilize the separated
diffuser flow �3,4�. For a more comprehensive comparison of
measured and predicted data, the test case without inlet swirl was
chosen. Here, a quasi-2D analysis with only one mesh element in
the circumferential direction is chosen.

In Fig. 9, the predicted radial-axial velocity distributions are
compared with the experimental LDV-values in the middle of the
annular diffuser. The steady-state calculation with SST turbulence
model, as well as the unsteady calculation with SAS-SST model,
show good agreement with the measured data while the results of
the standard k-� turbulence model are quite different from the
measurement.

In Fig. 10, the radial distributions of computed and measured
turbulent kinetic energy k are shown. The k value of the experi-
ments is calculated with the rms values and normalized by the
area-averaged axial velocity at the annular diffuser inlet:

� k

�c̄ax,1�2�
measured

=

1

2
�c�2

ax + c�2
tg�

�c̄ax,1�2 �3�

The measured and normalized k distribution becomes very high
near the casing due to the strong separation in this region, and the
steady-state calculation with the SST turbulence model shows the
best agreement. The SAS-SST and standard k-� turbulence mod-
els deviate from the experiments to about the same extent but give
different locations of the maxima. The standard k-� turbulence

Table 2 Interface approach definition

Interface �1� Interface �2�

Steady Frozen-rotor Frozen-rotor
Unsteady Transient Transient

Fig. 8 Interface plane position and definition of counter-
rotating wall for the entire rotating domain covering spoke-
wheel and annular diffuser

Fig. 9 Axial velocity distributions at 50% of the annular dif-
fuser length „x /h1=0.89…
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model is known to overpredict the production of turbulent kinetic
energy in adverse pressure gradient regions with no separated
flow, which finally results in poor prediction of separated diffuser
flows.

This property is confirmed in our results and is indicated by the
reduced separation zone �Fig. 9� and the parallel offset of the
maximum location of normalized k value with simultaneous re-
duced production of turbulent kinetic energy �Fig. 10�. In contrast
to the k-� turbulence model the differences with the unsteady
SAS-SST model can be explained by the reduced turbulent vis-
cosity caused by the SAS term in the �-equation.

A similar behavior for a separated asymmetric diffuser flow has
also been obtained by Davidson �24�. In the present free jet con-
figuration, the prediction of diffuser flow is adversely affected by
the occurrence of the SAS term and does not provide more insight
in the diffuser flow than the more cost-effective steady-state cal-
culation with the SST model.

In summary, all models considered predict a strong jetlike sepa-
ration for the isolated diffuser configuration, as we expected.

4.3 Calculation With Nonrotating Spoke. In this section the
evaluation of computed results of a test case configuration with
the standing spoke-wheel condition will be presented. Boundary
conditions and the computational domain are defined, as shown in
Sec. 3.2. For unsteady calculations with the SAS-SST model a
physical time step of �t=10−5 s and three inner loop iterations
were chosen in order to achieve an acceptable convergence rate.
The unsteady simulation is very time extensive, and for the cur-
rent case approximately 2 days for N=1000 physical time steps
were necessary with five CPUs in a parallel environment �parallel
virtual machine �PVM��. Unsteady flow field variables have been
time-averaged.

The spanwise distributions of measured axial velocity compo-
nents and the predicted circumferentially-averaged axial velocity
components at 50% annular diffuser position, as well as at 10%
conical diffuser position, are presented in Figs. 11 and 12,
respectively.

The measured axial velocity distribution shows a strong sepa-
ration at the casing and has been reproduced by both the steady
and unsteady computations, Fig. 11.

In contrast to the case without spoke-wheel, the core flow and
the flow pattern near the casing are affected by the wakes of the
spoke-wheel near the downstream region between annular and
conical diffusers. The steady-state calculation with standard k-�
and the SST turbulence model are not able to predict the reattach-
ment at the casing at about 10% of the conical diffuser length, Fig.
12. In particular with regard to the reattachment and core flow the
application of the unsteady analysis with the elaborate SAS-SST
model gives the most reasonable agreement.

4.4 Steady Calculation for Rotating Wheel at 1500 rpm.
This section deals with the investigation of steady calculations for
the rotational speed of n=1500 rpm. The experimental data for
this rotational speed suggest a stable operating point with reat-
tachment of the flow at both the annular and the conical diffuser
casing walls. At a first numerical approach, steady-state analyses
with the standard k-� and SST turbulence models were done. The
comparison between measured LDV-data and the computed
circumferentially-averaged spanwise distributions of axial and
tangential velocity components are shown in Figs. 13 and 14 at
50% of the annular and 10% of the conical diffuser length,
respectively.

The measured axial velocity distribution indicates reattached
flow at the casing wall for both the annular and the conical dif-
fusers. Neither of the steady-state computations was able to pre-
dict the observed phenomena.

The comparison of static pressure recovery coefficients is
shown in Table 3 and underlines the poor predictability of this test
case with a steady-state approach.

4.5 Unsteady Calculation for Rotating Wheel at 1500 rpm.
The real diffuser flow pattern is obviously strongly affected by
both three-dimensional and unsteady effects in the inlet region
caused by the presence of the rotating spoke-wheel. These effects
cannot be taken into account using steady-state analyses.

As a consequence of the disappointing results of steady-state
codes, we carried out extensive unsteady computations with the
SST and the SAS-SST turbulence models. The physical time step
size was set �t=10−5 s for the SAS-SST model and for the un-
steady computation with the SST model, and three inner loop

Fig. 10 Normalized turbulent kinetic energy distributions at
50% of the annular diffuser length „x /h1=0.89…

Fig. 11 Axial velocity distributions at 50% of the annular dif-
fuser length „x /h1=0.89… with nonrotating wheel

Fig. 12 Axial velocity distributions at 10% of the conical dif-
fuser length „x /h1=3.57… with nonrotating wheel
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iterations were applied in order to achieve an acceptable conver-
gence rate. The total CPU time for the unsteady computation with
the SAS-SST turbulence model was approximately 2 days for N
=1000 physical time steps if five CPUs in a parallel environment
�PVM� were available. The unsteady flow field variables have to
be time-averaged in order to be compared with the numerical
results with the steady-state measurement data. It should be men-
tioned that LDV were sampled at 5 kHz. In order to give an
example for the extensive effort of the analyses, we required N
=100,000 time steps to simulate a real time of 1 s with our simu-
lations. Based on the computer hardware available, the computa-
tion would last about 200 days. This would go far beyond the
scope of this investigation and has to be taken into account for the
time-averaging procedure. For the evaluation of its time scale, we
used the distance of 0.4 m for one of our control stations of
interest and the averaged axial velocity in the core flow was ap-
proximately 30 m/s.

Based on the time step size used, it can be expected that the
convective transport of unsteady wakes requires about 1300 time
steps, which we used for time-averaging. As an example for tran-
sient data monitoring, Fig. 15 shows time dependent values of the
ratio of eddy viscosity/molecular viscosity closely behind the ro-

tating spoke-wheel at midspan.
As mentioned in Sec. 3.1, the SAS model is switched on in

regions where standard turbulence models normally produce the
large-scale URANS regime, for example, in the wake region be-
hind the spoke-wheel. In summary, the SAS term leads to reduc-
tion in eddy viscosity so that in comparison with the SST-URANS
calculation, an impressively low level of eddy-viscosity ratio is
obtained with the SAS-SST solution, Fig. 15. The different turbu-
lence structures can be obtained by the turbulent length scale ratio
on the isosurface of constant Mach numbers in Fig. 16. The tur-
bulent length scale changes by almost a factor of 5 between the
SST-URANS and SAS-SST solution due to resolved turbulence
structures in the detached regions by using the SAS mode. The
adaptive length scale in the SAS mode enables therefore features
that can only be found with LES or DES.

It can be expected that the large vortex structures given by the
SAS-SST scheme have a strong effect on the diffuser flow perfor-
mance. A measure for the vortex structure is the vorticity, and in
the contour plots in Fig. 17 the time-averaged secondary flow
structures are shown behind the spoke with pronounced vorticity
distributions in the axial and radial directions near the casing
around the diffuser kink region. Additionally, back-flow regions
are shown and demonstrate, by using the SAS-SST model, a con-
siderably reduced separation zone at the casing, whereas the flow
predicted by the SST-URANS scheme is still strongly separated.

In general the axial �1� and radial vorticity patterns �2� around
the diffuser kink at diffuser inlet show similar structures for both
unsteady computations. With the SAS-SST computation the inten-
sity of the pair of counter-rotating vortices �1� is considerably
greater than that computed with the SST approach near the casing.
Moreover, only the SAS-SST model sufficiently predicts the
transport of the high-energy vortex structures into the separation
region in the radial, as well as passing through the axial direction
�3� near the diffuser outer wall.

Coming back to the evaluation of the adequate choice of the
time-averaging period and the influence of unsteady perturbations
on the diffuser performance, monitoring results of the axial veloc-
ity component at 50% of the diffuser length near casing for both
unsteady computations are presented in Fig. 18.

Based on the studies presented above, strong fluctuations in the
axial velocity near the diffuser outer wall can only be obtained
when the SAS-SST model is applied, and these unsteady pertur-
bations are obviously responsible for the flow reattachment in this
region. In contrast the time dependent axial velocity of the SST
suggests a more or less steady-state core flow condition with
backflow near the casing. Comparisons of computed axial veloci-
ties, which are evaluated statistically, and measured ones with its
radial distribution in the middle of the annular diffuser are plotted
in Fig. 19. Time-averaged mean values for the averaging-time step
numbers of N=600 and N=1200 show minor differences in the

Fig. 13 Axial and tangential velocity distributions at 50% of
the annular diffuser length „x /h1=0.89…; rotational speed n
=1500 rpm

Fig. 14 Axial and tangential velocity distributions at 10% of
the conical diffuser length „x /h1=3.57…; rotational speed n
=1500 rpm

Table 3 Measured and stationary computed static pressure re-
covery coefficients for the annular diffuser; rotational speed
n=1500 rpm

SST k-� Measured

Cp 0.14 0.14 0.61

Fig. 15 Unsteady eddy-viscosity/molecular viscosity ratio ver-
sus time steps; rotational speed n=1500 rpm
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velocity fields near the casing, Fig. 19. Moreover, the good agree-
ment with experimental data indicates that for the time-averaging
of transient flow field values of 1200 time steps are appropriate.

Furthermore, a measure for velocity fluctuations during the
time-averaging process are the locations of maxima and minima
of the velocity distributions along the channel height, which are
calculated always at the same position and confirm for the SAS-
SST model the unsteady flow field behavior. In contrast the results
with the SST-URANS approach show unsteady effects due to the
spoke-wheel wakes in the core flow region, whereas the predicted
diffuser flow is still separated without any unsteady interactions
with the core flow.

Finally, the comparison of static pressure recovery coefficients
given in Table 4 demonstrates a considerably better agreement
with experiments due to a better prediction of the flow pattern in
the annular diffuser flow by using the more elaborate SAS-SST
model.

5 Effects of Secondary Flow on Diffuser Performance
The evaluation of numerical results discussed above indicates

that, obviously, diffuser performance and pressure recovery are
strongly influenced by heavily distorted and secondary flow pat-
terns caused by spoke-wheel wakes, which can even lead to a
stabilization of the diffuser flow. In order to study details of the
physical mechanism, more comprehensively unsteady computa-
tions using the elaborate SAS-SST turbulence model were carried

Fig. 16 Instantaneous isosurface of Mach number colored by
the turbulent length scale/spoke-wheel diameter; top: SST-
URANS, bottom: SAS-SST

Fig. 17 Time-averaged axial and radial components of vortic-
ity distributions and back-flow regions at casing; rotational
speed n=1500 rpm

Fig. 18 Axial velocity fluctuations and time averaging at 50%
of the annular diffuser length „x /h1=0.89… near casing versus
time steps used for averaging; rotational speed n=1500 rpm
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out with varied rotational speeds �0 rpm, 500 rpm, 1500 rpm, and
2500 rpm�. The numerical parameters for the computations are
specified as described in Sec. 4.5.

At first, measured and computed spanwise distributions of nor-
malized axial velocity components are shown in Figs. 20 and 21,
which are calculated at the annular diffuser outlet and at 10%
conical diffuser length. The computed results are averaged in time
and circumference.

In Fig. 20 the measurements show the dependency of the dif-
fuser flow pattern on separated and stabilized annular diffuser
flow near the outlet casing wall. The predictions give a similar
trend. The flow pattern near the junction of the annular and coni-
cal diffusers is shown in Fig. 21 and demonstrates a good agree-
ment of experiments and theory above the virtual hub line. The
recirculation zone in the core flow region is only predicted with
sufficient accuracy for the operating point with n=2500 rpm.

In comparison with the annular diffuser flow pattern shown in
Fig. 20, the effect of secondary flow on the diffuser performance
is more pronounced in the graph containing static pressure recov-
eries versus the flow coefficient, Fig. 22.

For a more general evaluation of all the flow results a flow
coefficient was defined as

	 =
c̄ax

um
�4�

with a mass-averaged axial velocity component cax at the entrance
plane of the spoke-wheel and um the circumferential velocity at
midspan. The optimum value of measured pressure recovery for
the measured data is around 	=2.0, which is also given by the
numerical results. However, the magnitude of computed pressure
recoveries is considerably underpredicted and a better agreement
is found for the kinetic energy �pt-ps� at the diffuser inlet. The
wake area behind the spoke-wheel and the diffuser kink addition-
ally influence the static pressure drop in this region. Additionally,
the value of ideal static pressure recovery for the annular diffuser
is shown in Fig. 22 and can be derived using Bernoulli’s equation.
This value is strictly valid only for one-dimensional inviscid flow,
zero blockage, and no flow swirl at diffuser inlet. The comparison
of measured and theoretical pressure recovery suggests a diffuser
efficiency of 95%. This is an uncommonly high value so that the
amount of pressure recovery coefficients obtained with the mea-
sured data should be watched critically.

Nevertheless, the effect of rotational speed on annular diffuser
performance could be confirmed by the unsteady computations
and this fact enables us to investigate the effect of the rotor wakes
and secondary flow on the annular diffuser performance in greater
detail. Currently, unsteady measurement techniques, such as hot-
wire probes, and measurement techniques for the whole flow field,
such as particle image velocimetry �PIV�, have not been applied at

Fig. 19 Measured and computed axial velocity distributions at
50% of the annular diffuser length „x /h1=0.89…; rotational
speed n=1500 rpm

Table 4 Measured and unsteadily computed static pressure
recovery coefficients for the annular diffuser; rotational speed
n=1500 rpm

SST-URANS SAS-SST Measured

Cp 0.13 0.40 0.61

Fig. 20 Measured and computed axial velocity distributions at
the outlet of the annular diffuser „x /h1=1.69…; rotational speeds
n=0, 1500, 2500 rpm

Fig. 21 Measured and computed axial velocity distributions at
10% of the conical diffuser length „x /h1=3.57…; rotational speed
with n=0, 1500, 2500 rpm

Fig. 22 Static pressure recovery coefficients versus flow
coefficient
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the diffuser test rig of Leibniz University Hannover. These tech-
niques would be required to do more validation of the results of
the CFD code applied.

In Figs. 23 and 24, the absolute and time-averaged local axial,
radial, and tangential components of the vorticitiy are displayed
for the rotational speeds n=0, 500, 1500, and 2500 rpm. In order
to show the affected flow pattern in the flow duct downstream of
the diffuser kink, the time-averaged absolute streamlines and
back-flow regions are additionally drawn in Figs. 23 and 24.

For the condition of nonrotating wheel �n=0 rpm� a pair of
counter-rotating vortex cores �1� in the axial and radial directions
near the casing at diffuser inlet can be obtained. The high concen-
tration of vorticity in circumferential direction �2� near the casing
wall is caused by the strong production rate of the boundary layer
flow and by the separated shear layer due to the diffuser kink, Fig.
23. The impact of circumferentially nonuniform flow behind the
spoke-wheel on the diffuser regime is already obtained for the low
rotational speed of n=500 rpm. In particular, the intensity and the
distribution of vorticities in axial and radial directions �3� indicate
a pronounced secondary flow pattern at the diffuser inlet, whereas
the local maxima of vorticities are displaced toward the casing
wall and the diffuser kink, respectively. It should be pointed out
here that this kind of secondary flow pattern is similar with the
flow behind a turbine rotor, but transferability to the real turbine
outflow is not trivial.

Due to the magnitude and the extension of the vortices the
separated diffuser flow just behind the diffuser kink is more sta-
bilized in the first half of the annular diffuser channel. For the
rotational speed of n=500 rpm, this is indicated by the reduced

vorticity component in circumferential direction �4� near the shear
layer behind the diffuser kink and by the pattern of the absolute
stream lines, Fig. 23.

By increasing the rotational speed �n
1000 rpm, 		2.0� the
vorticity components in the radial and axial directions �5� are
strong enough to stabilize the detached diffuser flow, which is
visible in the comparison of the tangential vorticity component �6�
and the more regular absolute streamline pattern for the computed
results of n=1500 rpm, Fig. 24. Beyond a rotational speed of n
=2000 rpm �	�1.5� the measured static pressure recovery fac-
tors are considerably decreased and the stabilization effect on the
diffuser flow separation is weaker, as shown in Fig. 22. This ob-
servation can be explained by considering the computed vorticity
distributions for the rotational speed of n=2500 rpm in Fig. 24.
Near the casing wall at diffuser inlet the intensity of the vorticity
in axial direction �7� is also increased but the local extension of
the pair of counter-rotating vortex cores is more strongly concen-
trated near the diffuser kink �7� while the radial component �8� is
significantly reduced.

This coupled effect of vortex mixing causes a deficit of energy
around the zone behind the diffuser kink so that the transport of
energy along the diffuser outer wall into the flow separation zone
is not strong enough to produce a re-attachment of the annular
diffuser flow.

Additionally, a path at a fixed radial position was defined start-
ing from the joint position of the diffusers and stretching up to the
annular diffuser in the ANSYS CFX-POST environment in order to
evaluate the local time and absolute circumferentially-averaged
vorticitiy components in streamwise position. Computed absolute

Fig. 23 Contour plots of time-averaged axial, radial, and tan-
gential components of vorticity in stationary frame of reference
and back-flow regions for rotational speeds n=0 rpm and n
=500 rpm, respectively

Fig. 24 Contour plots of time-averaged axial, radial, and tan-
gential components of vorticity in stationary frame of reference
and back-flow regions for rotational speeds n=1500 rpm and
n=2500 rpm, respectively
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values of the axial and radial components of the vorticity are
shown in Fig. 25, and their absolute components in Fig. 26 for the
range of rotational speeds considered.

The distributions of absolute values shown in Fig. 25 confirm
the discussed influence of the vortex interaction on the diffuser
performance. The maximum vorticity is obtained for a rotational
speed of n=2500 rpm, but it collapses directly behind the diffuser
kink. The vorticity distribution for a rotational speed of n
=1500 rpm shows comparatively high values over a wide space,
which seems to be responsible for the improved diffuser perfor-
mance.

The comparison of the absolute radial and axial components of
the vorticity distributions in Fig. 26 shows for the radial compo-
nent the highest values for a rotational speed of n=1500 rpm and
for the axial component with a high value over a wider range, as
it was obtained for the absolute values in Fig. 25.

Finally, it should be kept in mind that the high level of turbu-
lence at the diffuser inlet favors the reduction in the separation
zone with an improvement of the stability of the outlet flow �25�.
The streamwise distributions of computed and normalized time-
averaged turbulent kinetic energy along the annular diffuser path
line for the entire rotational-speed range are shown in Fig. 27. The
turbulent kinetic energy is calculated with the computed statistical
normal stress components of Reynolds stress tensor, which are
automatically generated using running statistic of the instanta-
neous transient velocity flow field, and normalized by the area and
time-averaged absolute velocity at annular diffuser inlet. In all
cases, the turbulence intensity downstream of the diffuser kink
increases with larger rotational speeds. The largest amount of tur-
bulent kinetic energy is produced at the rotational speed of n

=2500 rpm over a wide extension of the annular diffuser length.
In summary, the radial turbulent kinetic transport may support the
stabilizing effect of the secondary flow on the diffuser perfor-
mance, but a clear relation with stabilized diffuser flow could not
be obtained in our numerical investigations.

6 Conclusions
In this paper numerical investigations using the commercial

solver ANSYS CFX-10.0 have been applied to demonstrate the effect
of wake and secondary flow interactions for a widely open dif-
fuser, which was tested at the test rig facility of Leibniz University
Hannover �12�. The wakes were generated by a rotating wheel
equipped with 30 cylindrical 10 mm spokes.

The favorable comparison of unsteady calculations with a SAS-
SST turbulence model using experimental data indicates that ob-
viously the mixing effect of wakes and secondary flow pattern is
responsible for the reattachment in the annular diffuser flow.
These phenomena could only be predicted by such an elaborate
unsteady analysis.

As a result of these studies it can be stated that diffuser design
based on well-established simplified schemes using standard cor-
relations and on steady-state multistage analysis is too conserva-
tive in many cases. Therefore, considerably higher numerical
costs associated with unsteady calculations must be accepted in
order to increase the understanding of the physical phenomena in
turbine exit flow and its interaction with the subsequent exit dif-
fuser in order to design more compact geometries.
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Nomenclature
A � area
c � absolute velocity

Cp � static pressure recovery coefficient
d � spoke-wheel diameter
h � channel height
k � turbulent kinetic energy

Fig. 25 Time-averaged absolute values of axial and radial vor-
ticity at constant channel height versus normalized annular dif-
fuser length

Fig. 26 Time-averaged axial and radial components of vortic-
ity along a monitoring path at constant channel height versus
normalized annular diffuser length

Fig. 27 Computed time-averaged turbulent kinetic energy dis-
tributions at constant channel height versus annular diffuser
length
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L � diffuser length
N � time step number
n � rotational speed
p � pressure
r � radial coordinate
s � spoke-wheel spacing
u � circumferential velocity
x � axial coordinate
� � diffuser apex angle

� � vorticity
	 � flow coefficient
� � turbulent frequency
� � dissipation rate
� � hub to tip ratio
 � dynamic viscosity
� � flow field variable

Subscripts
AD � annular diffuser
ax � axial direction

CD � conical diffuser
ED � entire diffuser
i, j � index number

m � midspan
r � radial direction
s � static quantity

tg � tangential direction
t � total quantity, turbulent
1 � annular diffuser inlet

2a � annular diffuser exit
2b � conical diffuser inlet

3 � conical diffuser exit

Superscripts
�̄ � averaged data

�� � rms velocity
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The Effect of Leading-Edge
Geometry on Wake Interactions in
Compressors1

The effect of leading-edge geometry on the wake/boundary-layer interaction was studied
in a low-speed single-stage HP compressor. Both a 3:1 elliptic and a circular leading
edge were tested on a controlled diffusion aerofoil stator blade. Experiments were un-
dertaken on the stator suction surface; these included hotwire boundary-layer traverses,
surface hotfilm measurements, and high resolution leading-edge pressure measurements.
Steady computational fluid dynamics (CFD) predictions were also performed to aid the
interpretation of the results. The two leading-edge shapes gave rise to significantly dif-
ferent flows. For a blade with an elliptic leading edge (Blade A), the leading-edge bound-
ary layer remained attached and laminar in the absence of wakes. The wake presence led
to the formation of a thickened laminar boundary layer in which turbulent disturbances
were observed to form. Measurements of the trailing-edge boundary layer indicated that
the wake/leading-edge interaction for Blade A raised the suction-surface loss by 20%.
For a blade with a circular leading edge (Blade B), the leading-edge boundary-layer
exhibited a separation bubble, which was observed to reattach laminar in the absence of
wakes. The presence of the wake moved the separation position forward while inducing a
turbulent reattachment upstream of the leading-edge time-average reattachment position.
This produced a region of very high momentum thickness at the leading edge. The
suction-surface loss was found to be 38% higher for Blade B than for Blade A. Wake
traverses downstream of the blades were used to determine the total profile loss of each
blade. The profile loss of Blade B was measured to be 32% higher than that of Blade A.
�DOI: 10.1115/1.3104617�

1 Introduction
The leading-edge region is particularly important in compressor

blade rows since the initial development of the boundary layer at
the leading edge influences the boundary layer over the rest of the
blade surface. Furthermore, the leading-edge radius of a core
compressor blade can be as small as 0.2 mm. Therefore, manufac-
turing processes and in-service erosion can give rise to leading-
edge shapes that vary significantly from the design intent. Despite
this, it is not well understood how compressor performance is
affected by variations in leading-edge geometry.

Walraevens and Cumpsty �1� studied both elliptic and circular
shaped leading edges on a flat plate. They found that the circular
geometry gave rise to a leading-edge separation bubble at zero
incidence, while the elliptic geometry only exhibited a bubble at
moderate incidences. The separation bubbles led to a transition of
the boundary layer and turbulent reattachment. Between zero and
two degrees of positive incidence, the momentum thickness
downstream of the circular leading edge was found to be two to
three times higher than that downstream of the elliptic leading
edge. The reason for this was that, even when present, the bubbles
on the elliptic leading edge were smaller than those on the circular
leading edge at the same incidence.

Wheeler et al. �2� showed that the interaction of the incoming
wake with the leading-edge region has a significant effect on the
performance of compressor blades. They showed that immediately

downstream of the leading edge the wake caused the instanta-
neous momentum thickness of the laminar boundary layer to be
raised by 18%. These regions of thickened boundary layer were
found to provide favorable environments for the production of
turbulent spots and thus led to an early transition. The leading and
trailing edges of these regions of thickened turbulent boundary
layer were observed to propagate at 70% and 60% of the
freestream velocity. The interaction of the wake with the leading
edge, therefore, caused an increase in the turbulent wetted area on
the blade surface, and this was found to raise the suction-surface
profile loss by 13%. Henderson et al. �3� also highlighted the
importance of wakes at the leading-edge region by showing that it
was a key receptivity site for turbulent spot formation.

In the present paper, the effects of leading-edge geometry were
tested on a compressor blade with incoming wakes. Two geom-
etries of leading edge were chosen. These were a 3:1 elliptic lead-
ing edge �Blade A� and a circular leading edge �Blade B�. Both
blades had an included wedge angle typical of those found in the
compressors of modern aeroengines. Blade A was typical of the
geometry of well designed leading edges used in modern
aeroengines, and Blade B was typical of those found in many
older designs of in-service aeroengines. The blades were tested in
the stator-blade row of a large-scale single-stage HP compressor.
The flow field in the leading-edge region was investigated with
arrays of surface-mounted hotfilm sensors, microtraverses of the
blade boundary layer using hotwires, and micropressure tappings.
The effects of the leading-edge flow on both the stator-blade
suction-surface boundary-layer and the profile loss were measured
using hotwire boundary-layer traverses and exit pneumatic-probe
traverses. A series of computational fluid dynamics �CFD� calcu-
lations was also used to aid in the analysis of the results.

2 Experimental Methods

2.1 Experimental Rig Details. The measurements were per-
formed in the stator-blade row of the Deverson single-stage re-
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search compressor at the Whittle Laboratory, Cambridge. The rig
is a large-scale model of an embedded high-pressure compressor.
A schematic of the rig and the working section is shown in Fig. 1.
After a 9.3:1 area contraction, air passes into a parallel annulus
with hub and casing radii of 609.6 mm and 762.0 mm, respec-
tively. A series of hub and casing boundary-layer blockage gen-
erators and a turbulence grid situated upstream of the stage simu-
late the flow conditions of an embedded stage. The air meets a
row of inlet guide vanes �IGVs�, which produce the swirl required
for the following rotor blades. A pressure-loss screen and a hon-
eycomb are situated approximately 0.4 stator axial chords down-
stream of the stator trailing edge. These are to simulate the steady
potential-field effects of a downstream stage with a fixed charac-
teristic slope. An auxiliary fan and a throttle situated far down-
stream of the pressure-loss screen allow for the mass flow through
the rig to be controlled independently of the rotational speed.

The stage has 51 rotor blades, 49 stator blades, a design rota-
tional speed of 500 rpm, and a design flow coefficient of �
=0.51. The stator-blade inlet and exit Reynolds numbers at mid-
span based on the chord are Re=2.8�105 and 1.9�105, respec-
tively. The stator inlet and exit flow angles at midspan are �1
=52.7 deg and �2=29.5 deg, respectively �4�. The stage inlet
turbulence level is 3.7% �5�. At the stator leading-edge plane, the
freestream turbulence level was measured to be 2.5%, and the
peak wake turbulence was 7%. The rotor/stator axial gap is a 30%
span.

Two new stator-blade designs were used for the current inves-
tigation �see Fig. 2�. The new designs were a modification of the
existing stator blades, which had a circular leading edge of radius
r=1.1 mm. For the new blades, the front portion of the blade was
altered to have a wedge angle, which was representative of blade
leading edges in modern aeroengines �6�. Blade A had a 3:1 ellip-

tic shaped leading edge, while Blade B had a circular shaped
leading edge. The leading edges were designed to have the same
included wedge edge angle of 15 deg. The blades were identical
downstream of the leading-edge region and had a chord of c
=126 mm. The leading-edge Reynolds number �based on r� for
Blade B was Rer=5.0�103. This is representative of engine com-
pressor blades operating at a cruise for which typically Rer=3
�103–9�103.

The blades were tested by replacing one stator blade from the
existing blade row with the modified blades. The validity of this
approach was verified using a 2D CFD prediction of the three
stator-blade passages with a single central blade replaced with the
modified geometry. During the experimental testing, a hub gap of
0.5% chord was introduced to ensure two-dimensional flow at the
midheight plane for the tested blades. This was determined from
the work of Gbadebo �7� and was confirmed with surface-oil flow
visualizations.

Figure 3 shows the experimentally measured and computation-
ally predicted time-average pressure distribution at midspan for
Blades A and B. The stator blades are a controlled diffusion aero-
foil �CDA� design, where the adverse pressure gradient on the
suction surface is initially comparatively steep and then decreases
in strength toward the trailing edge. The experimentally measured
pressure distributions for the two blades are similar for s /S0
�0.2 but differ significantly in the leading-edge region. These
differences will be discussed in detail later.

2.2 Experimental Methods. Measurements of the boundary
layer were made with a hotwire probe, which was microtraversed
across the suction-surface boundary layer at several positions
along the blade surface. Boundary-layer traverses were performed
close to the leading edge �s /S0=0.029–0.087� and over the late
suction surface at s /S0=0.63–0.97. The hotwire was calibrated
for velocity using the King’s law method, and the Bearman and
Cox correction methods were implemented to correct for ambient
temperature variations and wall proximity effects. For the mea-
surements close to the leading edge, the thinness of the boundary
layer required that the distance of the first traverse point from the
surface be estimated by comparing the time-average measured
profile to that predicted by CFD calculations. For each traverse
15–20 points were measured through the time-average boundary
layer �see Fig. 4�.

A microtapping technique similar to that used by Bindon �8�
was used to obtain high resolution measurements of the time-
average pressure in the leading-edge region. An array of hotfilm
sensors mounted around the leading-edge region was used to
make quasi-shear-stress measurements over the leading edge and
early suction surface of Blades A and B. These films were
mounted on blades with recessed leading-edge sections to com-

Fig. 1 The Deverson rig and working section

Fig. 2 Leading-edge geometries for Blades A and B

Fig. 3 The stator-blade pressure distribution for Blades A and
B at midspan
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pensate for the film thickness and thickness of the adhesive layer.
This ensured that the shape and thickness of the leading edges
were not altered by the presence of the film. The quasi-wall-shear-
stress was related to the measured output voltage by the relation
�9�

�w = �E2 − E0
2

E0
2 �3

, �1�

where E0 is the output voltage under zero flow conditions.
The data logging during all the unsteady measurements was

triggered using a once-per-revolution signal from the rotor. The
ensemble statistics were then obtained from a number of “phase-
locked” time series. During the hotfilm and hotwire measure-
ments, 256 and 128 phase-locked time series were logged, respec-
tively.

2.3 CFD Details. The MISES Version 2.56 �10� program was
used to aid the interpretation of the experimental results. MISES is
a steady 2D/quasi-3D Euler code with a coupled boundary-layer
solver. The transition location is determined from a modified ver-
sion of the Abu-Ghannam and Shaw correlations �11� with an inlet
turbulence level specified. For the current work, 2D calculations
were performed on Blades A and B, where the boundary condi-
tions were set according to measurements of the time-average
conditions. These included the inlet flow angle, inlet Reynolds
number, inlet and exit Mach numbers, and inlet turbulence level.

Figure 3 compares the computationally predicted and experi-
mentally measured Cp distributions for Blades A and B. For Blade
A, the CFD predicted and the measured Cp are in agreement over
most of the blade surfaces, with some differences on the pressure
surface close to the leading edge. For Blade A, the CFD predicts
boundary-layer transition at s /S0=0.35 on the suction surface and
transition at s /S0=0.10 on the pressure surface. For Blade B, the
values of Cp close to the peak suction on the suction surface are
approximately 3% lower than the CFD. For Blade B, the CFD
predicts a separated-flow transition at approximately s /S0=0.04
on both surfaces. Downstream of the leading edge, the predicted
pressure distributions for the two blades are very similar. The
differences in the leading-edge flow field will be discussed next.

3 Time-Average Leading-Edge Flow Field
The time-average pressure distribution in the leading-edge re-

gion of Blades A and B was investigated using microtapping pres-
sure measurements. The results from these are shown in Fig. 5,
which is a plot of the measured leading-edge Cp distribution for
Blades A and B. For Blade A the experimental results show that
on the suction surface there is a smooth acceleration up to s /S0
=0.04 followed by a gradual deceleration. On the pressure sur-
face, there is also a moderate peak in Cp at s /S0=0.03. For Blade
B on the suction surface, the experimental results show a steep
acceleration up to s /S0=0.023 followed by a deceleration up to
s /S0=0.03. Downstream of s /S0=0.03, there is a change in the
gradient of the Cp distribution, which is indicative of a boundary-
layer separation. On the pressure surface, there is a steep accel-

eration up to s /S0=0.020 followed by a deceleration and a plateau
in the Cp between s /S0=0.026 and 0.035, indicating boundary-
layer separation in this region.

The CFD predictions of the Cp distributions in the leading-edge
region are also shown in Fig. 5. For Blade A on the suction sur-
face, the CFD results match the measured height and width of the
peak in Cp. On the pressure surface, the CFD predicts a peak Cp,
which is approximately 20% higher than the measurement. For
Blade B on the suction surface, the CFD predicts a peak Cp,
which is 5% higher than the measurement. Downstream of this
peak, the CFD exhibits a “knee” in the Cp distribution typical of
laminar separation and turbulent reattachment. This is followed by
an accelerating pressure gradient. On the pressure surface the pre-
dicted peak in Cp is 9% higher than the measured peak. Again,
this peak is followed by a knee in the Cp, indicating laminar
separation and turbulent reattachment.

The peaks �or “spikes”� in the leading-edge Cp distributions are
due to the overacceleration and then subsequent deceleration of
the flow around the leading edge. At design incidence a blade with
a leading edge that has been both well designed and manufactured
will have either no or only a small leading-edge spike. However,
in practice large leading-edge spikes occur either when well de-
signed and manufactured leading edges are operated at incidence
or when due to poor manufacture or in-service erosion the design
intent does not occur.

The deceleration in the spike can lead to a separation of the
boundary layer closely downstream of the blend point where the
leading edge meets the blade. In Fig. 5 the location of the sepa-
ration on the suction surface of Blade B is indicated. This was
determined from hotwire and hotfilm data presented later in this
paper. These showed that the boundary layer separated at approxi-
mately s /S0=0.03 and reattached at s /S0=0.054. The CFD pre-
dicted separation at s /S0=0.026 and reattachment at s /S0=0.039
�determined from the calculated wall shear stress�. In the CFD, the
separation bubble is closed through a turbulent reattachment. The
measured bubble is significantly longer than predicted �by up to
50% depending on the time in the wake-passing period, as dis-
cussed later�, and this indicates that the nature of the leading-edge
separation bubble is not well predicted by the CFD.

In order to investigate the state of the boundary layers on
Blades A and B, a series of boundary-layer traverses was per-
formed close to the leading edge on the suction surfaces of both

Fig. 4 Time-average boundary-layer profile at 8.68% S0 for
Blade A „� /c=0.004…

Fig. 5 The time-average leading-edge pressure distributions
for Blades A and B at midspan
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blades. The results from these measurements for each blade are
shown in Figs. 6 and 7. These figures show the variations in
measured time-average boundary-layer shape factor �H�, momen-
tum thickness ���, and displacement thickness ���� normalized by
r and plotted against s /r �for comparison with Ref. �1��. For the
ellipse, r was defined as half the minor axis. For Blade A, s /r
=44s /S0, and for Blade B, s /r=56s /S0. The leading-edge pres-
sure distributions are also repeated in the figures for reference.

For Blade A, Fig. 6 shows that between s /r of 1.3 and 3.8 the
boundary layer is attached and laminar with a shape factor �H�
between 2.5 and 2.9. Further evidence of this is seen in the
boundary-layer profile shown in Fig. 4. The measured displace-
ment thickness ���� shows that the time-average boundary layer is
thin close to the peak in Cp ��� /r=0.034�. At this point the bound-

ary layer has had little distance to develop while also experiencing
an accelerating pressure gradient that reduces the rate of
boundary-layer growth. Downstream of the peak in Cp, the rates
of increase in �� and momentum thickness ��� are observed to
increase due to the effect of the adverse pressure gradient.

For Blade B, Fig. 7 indicates that at s /r=1.44, the boundary is
laminar with H=2.0. Downstream of the blend point �s /r=1.46�
at s /r=1.69, there is a rise in H to 4.65. This indicates that lami-
nar separation has occurred. By s /r=3.3, H has dropped to 2.7,
indicating that a reattachment of the boundary layer occurs. A
separation bubble is also indicated by the variation in ��, which
rises from �� /r=0.02 at s /r=1.44 to �� /r=0.07 at s /r=3.3 and
reduces to �� /r=0.06 at s /r=4.9. Across the separation bubble, �
rises from � /r=0.01 to 0.027.

It is interesting to note that downstream of the reattachment at
s /r=4.9, H=2.2, which is within the range where laminar flow
might be expected. It is also interesting to note that the time-
average Reynolds number based on momentum thickness at sepa-
ration is low �Re�s=64�, and this may reduce the chance of tur-
bulent transition in the free shear layer on the edge of the bubble.
Furthermore, after reattachment Re�r=155, which is below the
stability limit for laminar boundary layers in zero pressure gradi-
ents. Downstream of the reattachment, there is an accelerating
pressure gradient �see Fig. 3�, which may also aid in a laminar
reattachment.

4 Unsteady Leading-Edge Flow Field
The temporal variations in shape factor �H� and momentum

thickness ��� at 8.68% S0 for both blades are plotted in Figs. 8 and
9, respectively. This position is downstream of the separation
bubble of Blade B �see Fig. 7�. Hotfilm measurements around the
leading edges of Blades A and B are presented in Figs. 10–12.
These results are discussed next.

4.1 Blade A: The Elliptic Leading Edge. For Blade A, Fig. 8
shows that the shape factor does not vary significantly with time
but fluctuates by �2.4% about a mean of H=2.46. This implies
that the boundary layer remains laminar over the wake-passing
cycle. Figure 9 shows that there is a rise in � of approximately
16% due to the wake interaction. It was shown in Ref. �2� that an
18% rise in the instantaneous � at the leading edge due to the
wake interaction led to the formation of turbulent spots close to
the leading edge. The turbulent spot formation was due to a com-
bination of the destabilizing effects of regions of high � as well as
the increased turbulence level due to the wake presence at the

Fig. 6 The leading-edge time-average boundary-layer integral
parameters for Blade A suction surface „s /r=44s /S0…

Fig. 7 The leading-edge time-average boundary-layer integral
parameters for Blade B suction surface „s /r=56s /S0…

Fig. 8 Variation in shape factor „H… with time at 8.68% S0 for
Blades A and B
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leading edge.
To investigate whether turbulent spots formed on the early suc-

tion surface of Blade A, quasi-surface-shear-stress ��w� measure-
ments were performed with an array of surface-mounted hotfilm
sensors. The sensor array was mounted around the leading edge of
the blade. Figure 10 shows the raw time traces measured by each
sensor. For each trace, the time mean has been subtracted, and the
traces are plotted at each sensor location. The traces were logged
simultaneously so that the propagation of individual events could
be tracked. Celerity lines at the freestream velocity V, 0.5V and
0.3V, are plotted where these were determined from the measured
pressure distribution. The celerity lines are plotted so that they
meet at the location where the ensemble-averaged shear stress
�not shown here� indicated the first appearance of turbulent dis-
turbances �s /S0=0.07�. The variation in � at 8.68% S0 is also
replotted for comparison. As expected, the figure shows that tur-
bulent disturbances identified as locally raised �w �e.g., marked A�

start in the region of high �. Figure 10 shows that the front of the
turbulent disturbance, marked A, moves at a speed between 0.5V
and V. Figure 10 also shows significant fluctuations in between
the wake-passing events, �e.g., marked B�. The size of these fluc-
tuations diminishes downstream of s /S0=0.06 corresponding to
the start of the accelerating pressure gradient �see Fig. 3�. The
fluctuations also appear to be of a relatively low frequency com-
pared with the T-S type disturbances reported in Ref. �3�.

4.2 Blade B: The Circular Leading Edge. For Blade B, Fig.
8 shows that the value of H for Blade B varies from H=2.3 to
H=1.8 due to the wake interaction. Figure 9 shows that in the
absence of the wake, the momentum thickness for Blade B is 5%

Fig. 9 Variation in momentum thickness „�… with time at 8.68%
S0 for Blades A and B

Fig. 10 Raw traces of quasi-shear-stress „�w… close to the
leading edge for Blade A

Fig. 11 Ensemble-averaged quasi-shear-stress „�w… close to
the leading edge for Blade B

Fig. 12 Raw traces of quasi-shear-stress „�w… close to the
leading edge for Blade B

Journal of Turbomachinery OCTOBER 2009, Vol. 131 / 041013-5

Downloaded 28 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



higher than the laminar boundary layer of Blade A. The figure also
shows that the momentum thickness rises by 53% in the region of
low H. These results indicate that there is a change in the
boundary-layer state from laminar to turbulent due to the presence
of the wake. This implies that in between wake events the sepa-
rated boundary layer remains laminar downstream of the reattach-
ment location, whereas when the wake is present at the leading
edge the separation bubble reattaches through turbulent transition.

To investigate the unsteady boundary-layer state further,
surface-shear stress measurements were performed with a hotfilm
sensor array mounted around the leading edge of Blade B. Figure
11 is a space-time diagram of the ensemble-averaged quasi-shear-
stress ��w� from these measurements. Very high levels of shear
stress occur at s /S0	0.03 and are outside the contour range of the
plot. These high levels are due to the thinness of the boundary
layer combined with the high velocities in this region �see Fig. 5�.
As before, celerity lines at the freestream velocity V, 0.5V and
0.3V, are plotted. In this case, the celerity lines meet at s /S0
=0.04 where the first appearance of turbulent disturbances is ob-
served. The positions of the wake center, indicated by the larger
dots, were determined from the peak freestream turbulence level
measured from the boundary-layer traverses discussed previously.
As expected, the wake is observed to move close to the freestream
velocity.

In Fig. 11 a region of low shear stress exists between s /S0
=0.035 and s /S0=0.054, which corresponds to the position of the
separation bubble. The effect of the wake interaction with the
separation bubble moves the separation point forward from ap-
proximately s /S0=0.035 to s /S0=0.030. At approximately
0.06t /�0 later, a turbulent reattachment occurs, which results in a
forward movement of the reattachment location from s /S0
=0.054 to approximately s /S0=0.042. This is shown by raised
shear-stress levels within the previously separated region, indicat-
ing the formation of turbulent disturbances. The shortening of the
bubble through turbulent transition is likely to be caused by the
increased turbulence level within the wake. The turbulent regions
of high shear stress are observed to propagate downstream of the
reattachment. The measured variation in � at 8.68% S0 is repeated
in the figure for comparison. It can be seen that the turbulent
regions are also regions of raised �, as was observed previously in
Figs. 8 and 9.

Indicated in Fig. 11 are two fractions of the wake-passing pe-
riod, T1 and T2. These represent the times when the separation
bubble is affected by the wake �T1� and when the wake no longer
affects the bubble �T2�. In the Cp distribution shown in Fig. 7, two
lines are plotted, which represent the average Cp distribution over
the fractions T1 and T2. These were determined from the unsteady
boundary-layer edge velocity measured from the hotwire traverses
discussed previously. The results show that the increased local
incidence caused by the presence of the wake at the leading edge
�T1� results in a 20% rise in the height of the leading-edge Cp
spike. The variation in separation bubble height ���� at 4.0% S0 is
shown in Fig. 11. The plot shows that the presence of the wake
causes a 30% rise in bubble height.

Figure 12 plots the raw quasi-shear-stress from the hotfilm mea-
surements described above. As before, the traces are plotted at
each sensor location, with the time-average shear-stress level sub-
tracted. Close to the stagnation point at s /S0=0.006, the fluctua-
tions in �w are similar to those observed on Blade A. Further
downstream, at s /S0�0.04, turbulent disturbances �e.g., marked
A� start to form within the separated region. The spots contain
high frequency fluctuations, which typically occur prior to
separated-flow transition �12�. The front of the turbulent spots
moves close to the freestream velocity V. The trailing edge of the
turbulent spots moves at approximately 0.5V, which is then fol-
lowed by a relatively slow drop in shear stress, typical of the
calmed region that follows a turbulent spot. This is consistent with
previous findings on the propagation of turbulent spots �12�. Dis-
turbances between wake-passing events �e.g., marked B� propa-

gate from very close to the leading edge �s /S0�0.01�. Similar
disturbances were also observed previously on Blade A. On Blade
B, the magnitude of these disturbances is observed to reduce
downstream of s /S0=0.04. In between wake events, the fluctua-
tions in �w are small in this region, indicating a laminar reattach-
ment of the separation bubble.

5 Propagation of the Thickened Boundary Layer
The previous work of Ref. �2� showed that regions of high � at

the leading edge propagated over the blade surface as a thickened
boundary-layer structure, the front of which moved at 0.7V and
the back at 0.6V. This structure was shown to be responsible for
turbulent transition. To investigate the propagation of these struc-
tures, measurement of the late suction-surface boundary layer on
both Blades A and B was performed. The measurements involved
a series of hotwire boundary-layer traverses at s /S0=0.63–0.97.
The results from these measurements are plotted in Figs. 13 and
14. These figures are space-time diagrams of the normalized mo-
mentum thickness. The variations in � at 8.68% S0 are also plot-
ted. Celerity lines at the freestream velocity V, 0.7V and 0.6V, are
plotted. The 0.7V and 0.6V lines start at the front and back of the

Fig. 13 S-t plot of normalized momentum thickness „„�
−�m… /�m… for Blade A

Fig. 14 S-t plot of normalized momentum thickness „„�
−�m… /�m… for Blade B
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region of high � at 8.68% S0. As before, the positions of the center
of the wake are indicated by the larger dots in the figures.

For Blade A, Fig. 13 shows that there is a region of high � that
propagates over the blade surface. The front of this structure trav-
els at a speed close to 0.7 V, whereas the rear moves at approxi-
mately 0.6 V. This structure creates very large fluctuations in �,
which reduce from 86% �m at s /S0=0.67 to 20% �m at s /S0
=0.97. For Blade B, Fig. 14 also shows that the region of high �
moves between the 0.7V and 0.6V lines. The size of the fluctua-
tion in � associated with this structure reduces as it propagates
down the late suction surface from 20% �m at s /S0=0.62 to less
than 6% at the trailing edge. The propagation speeds observed on
both blades are in agreement with the previous findings for the
propagation rates of these structures reported in Ref. �2�.

It is surprising that for Blade B the fluctuation in � at 8.68% S0
is 53% of the mean while at 97% S0 it is only 6%. Evidence for
the cause of reduction in size is shown in Fig. 14. Between the
wake center and the region of peak �, a region of higher � is
observed. This is a region of thickened turbulent boundary layer,
which has formed behind the wake on the early suction surface.
Thus the thickened boundary-layer structure emanating from the
leading edge will propagate within a mainly turbulent boundary
layer over the early suction surface. The turbulence in the bound-
ary layer will cause an increased mixing of the thickened
boundary-layer structure, thus reducing the fluctuation in �. In
contrast, the thickened boundary-layer structure on Blade A propa-
gates through a mainly laminar boundary layer over the early
suction surface and will therefore be less mixed out, thus giving
rise to a larger fluctuation in � over the late suction surface.

The cause of the thickened turbulent boundary layer on the rear
of Blade B is caused by early boundary-layer transition. At 8.68%
S0 Fig. 8 shows that the boundary layer on both blades is laminar;
however, the shape factor on Blade B is higher than that on Blade
A. In addition the hotwire measurements showed that the reattach-
ing boundary layer on Blade B exhibited higher levels of random
unsteadiness and thus will be more susceptible to transition closer
to the leading edge than the laminar boundary layer on Blade A.

6 Effect on Loss
The energy thickness �
� at the trailing edge of the blade rep-

resents the loss created in the boundary layer up to that point. The
momentum thickness ��� at the trailing edge is directly propor-
tional to the mixed-out loss for blades with thin trailing edges
�13�. Both quantities are useful for determining the loss and can
be calculated from the trailing-edge boundary-layer profile. For
this reason a hotwire traverse was performed across the suction-
surface boundary layer close to the trailing edge �at 97% S0� for
Blades A and B. The measured variations in the trailing-edge 

and � for the two blades from these traverses are shown in Fig. 15.
The predicted values of 
 and � for the two blades at 97% S0 from
the CFD calculations are also plotted.

For Blade A, Fig. 15 shows that there are significant fluctua-
tions in both 
 and � of approximately �20% of the mean levels.
These are caused by the arrival of the thickened boundary-layer
structure at the trailing edge discussed above �see Fig. 13�. The
CFD prediction for Blade A, which predicts laminar flow over the
early suction surface with transition at s /S0=0.35, gives values for

 and �, which are close to the minimum measured values. This
would suggest that these levels represent the levels in the absence
of wakes. Assuming that the CFD prediction represents the loss
level in the absence of wakes, then the effect of wakes on Blade A
appears to raise the time-average 
 and � by 22% and 20%, re-
spectively. The increase in loss is due to the formation of turbulent
spots within the thickened boundary-layer structure close to the
leading edge �see Fig. 10�. This increases the turbulent wetted
area over the suction surface as the thickened boundary-layer
structure propagates over the blade surface, as seen in Fig. 13.
This was also observed in Ref. �2�.

For Blade B, Fig. 15 shows that the fluctuations in trailing-edge

 and � are approximately �6.5% of the mean levels. For Blade
B, the time-average levels of 
 and � are 32% and 38% higher,
respectively, than those for Blade A. The increased suction-
surface loss for Blade B is likely to be due to two main factors.
First is the interaction of the wake with the leading-edge bubble.
The increased incidence caused by the wake increases the bubble
height, while the increased turbulence in the wake causes a turbu-
lent reattachment. Both the turbulent mixing in the reattachment
region and the increase in bubble height will increase losses. Sec-
ond is the increase in turbulent wetted area caused by earlier tran-
sition of the reattaching laminar boundary layer.

The CFD for Blade B predicted a turbulent reattachment of the
leading-edge separation bubble and hence turbulent flow over the
most part of the blade. Despite this, the CFD gives values of
trailing-edge 
 and �, which are approximately 20% less than the
measured time-average values. This is a surprising result since the
measurements showed that the leading-edge separation bubble in
the absence of wakes had a laminar reattachment and hence ini-
tially laminar flow downstream of the leading edge. This is an
indication that the CFD fails to model correctly the sources of loss
for Blade B.

In order to verify the observed increase in loss on Blade B, a
pneumatic-probe traverse of the wakes from Blades A and B was
performed in the presence of the upstream rotor wakes. The mea-
sured time-average total-pressure wake profiles are shown in Fig.
16. The wake for Blade B is 7% wider and 20% deeper than the
wake of Blade A. The shift in the wake center is due to a 0.9 deg
increase in the deviation of Blade B. The values for the profile

Fig. 15 Variation in energy thickness „ε… and momentum
thickness „�… at 97% S0 for Blades A and B

Fig. 16 Total-pressure wake profiles for Blades A and B at 0.3
axial chord downstream of the trailing edge
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loss coefficient �mixed out� for Blades A and B are Yp=2.5% and
Yp=3.3%, respectively. This amounts to a 32% increase in the
total profile loss for Blade B.

7 Conclusion and Discussion
In this paper, two leading-edge geometries were tested in the

presence of wakes. The leading-edge geometries were a 3:1 el-
lipse and a circular leading edge. Both shapes were representative
of typical engine leading edges. Furthermore, the leading-edge
Reynolds numbers �Rer=5.0�103� were typical of engine com-
pressor blades operating at cruise, and the tests were run at stator
inlet freestream turbulence levels of 2.5%. The elliptic leading
edge maintained attached laminar flow over the early suction sur-
face. The effect of the wake/leading-edge interaction was found to
create a thickened boundary-layer structure, which raised the
suction-surface profile loss by 20% due to an increase in the tur-
bulent wetted area. This was similar to the wake/leading-edge
interaction reported by Wheeler et al. �2�. In contrast, the tests on
the circular leading-edge blade showed a very different interaction
mechanism. The boundary layer on the circular leading-edge
blade separated close to the blend point and reattached laminar in
the absence of wakes. This unexpected result differed from the
previous flat plate tests of Walraevens and Cumpsty �1� who ob-
served turbulent reattachment of the leading-edge separation
bubble. The laminar reattachment was also not captured by the
CFD. The laminar reattachment was thought to be aided by the
accelerating pressure gradient downstream of the leading-edge
spike and the low Re� at separation �Re�s=64�. The effect of the
wake on the circular leading edge was found to bring the separa-
tion point forward while also bringing forward the reattachment
position through turbulent transition. The effect of the wake also
increased the instantaneous height of the bubble by 30%. The
boundary layer downstream of the leading edge was thus found to
change from laminar to turbulent with a 53% higher momentum
thickness when a wake was present at the leading edge. The
suction-surface profile loss was found to be 38% higher for Blade
B than for Blade A, and the total loss �suction surface and pres-
sure surface� for Blade B was measured to be 32% higher than
that for Blade A.

The results can be used to estimate the effect of leading-edge
geometry on multistage compressor performance. This has been
done here by applying the measured changes in profile loss to
both rotor and stator-blade rows of the compressor stage discussed
in this paper while assuming constant end wall losses. Thus the
changes in stage efficiency can be calculated. With the elliptic
leading edges, the results show that the wake/leading-edge inter-
action may contribute up to a 0.5% efficiency reduction. Replac-
ing elliptical leading edges with circular leading edges would re-
sult in a 1.5% efficiency drop. These values are for a rotor/stator
axial gap of 50% rotor axial chord but are likely to increase in
engine compressors where the rotor/stator gaps are typically 30%
axial chord.

It is useful to compare the size of the changes in efficiency
reported in this paper to those reported for wake recovery by
Smith �14�. Smith �14� reported that by reducing the gap from
37% to 7% axial chord the potential efficiency gain due to wake
recovery would be 0.3%. The optimum rotor/stator axial gap is
dependent, therefore, on the leading-edge shape. For a low loss
leading edge, the detrimental effect of the wake/leading-edge in-
teraction is comparable to the potential benefit due to wake recov-
ery effects. Thus, the machine efficiency is likely to be less sen-
sitive to the choice of axial gap. For higher loss leading-edge
shapes caused by poor design, manufacturing errors, or in-service
erosion, reducing the rotor/stator gap may cause significant reduc-
tions in compressor efficiency.
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Nomenclature
Cp � pressure coefficient �p0inlet− p� / �p0inlet− pinlet�

c � chord
E � hot film bridge voltage

E0 � zero flow hot film bridge voltage
H � shape factor ��� /��
P � blade pitch
p � pressure
r � circular leading-edge radius, elliptical leading-

edge half-thickness
Re� � Reynolds number based on momentum

thickness
s � surface distance from the leading edge

S0 � total surface length
t � time
u � velocity
U � midheight rotor-blade speed

Ue � boundary-layer edge velocity
V � freestream velocity
y � normal distance from the blade surface

Greek Symbols
� � boundary-layer thickness

�� � boundary-layer displacement thickness

 � boundary-layer energy thickness
� � flow coefficient Vx /U
� � kinematic viscosity
� � boundary-layer momentum thickness

�0 � wake period
�w � quasi-shear-stress

Subscripts
exit � stator exit

inlet � stator inlet
m � time average
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Shorten the Intermediate Turbine
Duct Length by Applying an
Integrated Concept
The demand of further increased bypass ratio of aero engines will lead to low pressure
turbines with larger diameters, which rotate at lower speed. Therefore, it is necessary to
guide the flow leaving the high pressure turbine to the low pressure turbine at larger
diameters minimizing the losses and providing an adequate flow at the low pressure
(LP)-turbine inlet. Due to costs and weight, this intermediate turbine duct has to be as
short as possible. This would lead to an aggressive (high diffusion) s-shaped duct geom-
etry. It is possible to shorten the duct simply by reducing the length but the risk of
separation is rising and losses increase. Another approach to shorten the duct and thus
the engine length is to apply a so called integrated concept. These are novel concepts
where the struts, mounted in the transition duct, replace the usually following LP-vane
row. This configuration should replace the first LP-vane row from a front bearing engine
architecture where the vane needs a big area to hold bearing services. That means the
rotor is located directly downstream of the strut. This means that the struts have to
provide the downstream blade row with undisturbed inflow with suitable flow angle and
Mach number. Therefore, the (lifting) strut has a distinct three-dimensional design in the
more downstream part, while in the more upstream part, it has to be cylindrical to be
able to lead through supply lines. In spite of the longer chord compared with the base
design, this struts have a thickness to chord ratio of 18%. To apply this concept, a
compromise must be found between the number of struts (weight), vibration, noise, and
occurring flow disturbances due to the secondary flows and losses. The struts and the
outer duct wall have been designed by Industria de Turbopropulsores. The inner duct was
kept the same as for the base line configuration (designed by Motoren und Turbinen
Union). The aim of the design was to have similar duct outflow conditions (exit flow angle
and radial mass flow distribution) as the base design with which it is compared in this
paper. This base design consists of a single transonic high pressure (HP)-turbine stage,
an aggressive s-shaped intermediate turbine duct, and a LP-vane row. Both designs used
the same HP-turbine and were run in the continuously operating Transonic Test Turbine
Facility at Graz University of Technology under the same engine representative inlet
conditions. The flow field upstream and downstream the LP-vane and the strut, respec-
tively, has been investigated by means of five hole probes. A rough estimation of the
overall duct loss is given as well as the upper and lower weight reduction limit for the
integrated concept. �DOI: 10.1115/1.3070578�

1 Introduction
To shorten the intermediate turbine duct length and thus the

engine length, a so called integrated concept �IC� has been inves-
tigated and compared with a base design. The results of the ex-
perimental investigation of this base design are well described in
Refs. �1,2�. This new concept combines the function of a strut
with that of a LP-vane. This means in our case that the upstream
part of this strut has a cylindrical design and a large area to lead
through supply lines �cooling air for the HP-turbine and lubrica-
tion for the bearings� and to support the bearings. Further down-
stream the strut has a distinct three-dimensional design where the
turning of the flow takes place. The intention of the design of this
strut was to have similar outflow conditions as it has been
achieved with the base design. Moreover, both designs use the
same inner duct. The outer duct contour has been modified to
consider the blockage of the struts to avoid too high accelerations.

The flow through an intermediate turbine duct �ITD� is mainly
influenced by the radial pressure gradients imposed by both the
meridional curvature of the duct and the swirl. This pressure gra-
dient is changed by the altered swirl due to the turning in the strut.
Additionally, a change in static pressure occurs due to the accel-
eration of the flow within the strut and counteracts the pressure
rise due to the diffusion of the ITD. Furthermore, it must be con-
sidered that the radial pressure gradient significantly influences
the radial motion of the low energy fluid, e.g., the boundary layer
on the suction surface of the strut.

Norris et al. �3,4� illustrated the performance and the stability of
interturbine diffusers with nonturning symmetrical airfoil struts
fitted inside the duct compared with a duct configuration without
struts. Pullan et al. �5� investigated the flow field, especially the
formation of a streamwise shed vortex of two different designs of
low aspect ratio vanes. Furthermore, Pullan et al. �6� studied the
performance improvement of a NGV by aft-loading and compared
it with the results in Ref. �5�.

Less research work has been published describing the develop-
ment of the exit flow from a transonic turbine stage within an
interstage diffuser, e.g., Refs. �7–10,1,2�.

This paper presents the results �contour plots and mass aver-
aged radial profiles� of the five-hole-probe �5HP� measurements.

1Also at Aerothermal Department, Industria de Turbopropulsores S.A., Madrid,
Spain.
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Additionally, oil flow visualization was done to obtain informa-
tion about the surface flow at the outer and inner walls of the duct
and the suction and pressure surface of the strut.

2 Experimental Facility and Instrumentation
To investigate the flow physics in high diffusion ITDs and the

interaction between the neighboring components, a detailed test
arrangement, which allows to perform tests under engine repre-
sentative inlet conditions, is necessary. Therefore, the continu-
ously operating Transonic Test Turbine Facility �TTTF� at Graz
University of Technology has been adapted. Details can be seen in
Ref. �11�.

2.1 Test Facility. The TTTF is a continuously operating cold-
flow open-circuit plant, which allows the testing of rig inserts with
a diameter up to 800 mm in full flow similarity. All casing parts
are split horizontally for easy maintenance and fast modifications
of the test setups. An overhung-type turbine shaft allows the disk
assembly without dismantling the bearings. The facility is also
equipped with cooling air flow supply for vanes, blades, and
cavities.

The facility is driven by pressurized air delivered by a separate
3 MW compressor station in the second basement of the institute.
The shaft power of the test stage drives a three-stage radial brake
compressor. This brake compressor delivers additional air to the
flow from the compressor station and increases the overall mass
flow. The air temperature at stage inlet can be adjusted by coolers
between 40°C and 185°C. The maximum shaft speed of the test
rig is limited to 11,550 rpm. Depending on the stage characteris-
tic, a maximum coupling power of 2.8 MW at a total mass flow of

22 kg/s can be reached. Detailed information on the design and
construction of the facility can be found in Ref. �12� and on the
operation in Ref. �13�.

2.2 AIDA Test Rig. Figure 1�a� shows a meridional section
of the TTTF together with the Aggressive Intermediate Duct Aero-
dynamics �AIDA� test rig. The aerodynamic design of the HP-
vane, the HP-turbine, the LP-vane, and the duct was done by
Motoren und Turbinen Union �MTU� Aero Engines.

The struts and the outer duct for the integrated concept were
designed by Industria de Turbopropulsores �ITP�. The idea was to
design a lifting strut, whose objective is to produce the same
turning �same exit flow angle in plane E� and the same uniform
radial mass flow distribution with the same loss as the conven-
tional vane. In spite of the longer chord compared with the base
design, this struts have a thickness to chord ratio of 18%. The
outer duct has been redesigned to consider the blockage effect of
the struts to avoid too high accelerations. The integrated concept
uses the same inner duct as the base design. Additionally, the
blade counts and the profiles �Figs. 1�b� and 2�b�� are given below.
The incoming air is accelerated by the HP-vanes in circumferen-
tial direction and impinges on the HP-rotor with a cylindrical
outer contour. The outer liner rings in the casing can be changed
to investigate different rotor tip gaps. Then the flow is guided by
the intermediate turbine duct to the vanes of a counter-rotating
LP-turbine assembled at a larger radius. There it is accelerated
again and turned in the opposite circumferential direction. A
downstream deswirler turns the flow back and recovers some
pressure. The air leaves the facility through a diffuser and the
exhaust casing.

The HP- and LP-vanes �struts� are fitted into fully rotatable

Fig. 1 Meridional section with probe measurement planes „a…, blade counts and profiles
„b…, and definition of nondimensional duct length l /hexit,blade=2 „c… for the base design
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casings to change the relative position between vanes and the
applied measurement system, which can be kept fixed in space
during measurement. The deswirler is not rotatable and is always
in the same position relative to the 5HP. For probe measurements
only one linear and one rotational axis are necessary to adjust the
radial position and to turn the probe into the flow. The test rig
allows probe measurements in seven �four� different planes down-
stream the HP-turbine, within the duct as well as upstream and
downstream the LP-vane and the strut, respectively �see Figs. 1�a�
and 2�a��.

The target is to provide enginelike intermediate turbine duct
flow conditions and to perform high quality measurements to get a
detailed understanding of the duct flow phenomena. Therefore, the
main component of the test setup is a high diffusion intermediate
turbine duct assembled downstream of the transonic turbine stage.
The inlet flow of the ITD can be described as strongly transient
with periodically impinging wake structures from the passing ro-
tor blades, three-dimensional, and highly turbulent together with
shocks extending from the blade trailing edges.

Table 1 explains the blading main parameters; there are 24 HP
vanes and 36 rotor blades. The vanes of the following counter-
rotating low pressure turbine are mounted at the end of the ITD to
provide an enginelike radial mass flow distribution, which would
be unrealistic without the blockage effect of them. The blade
count of 48 was chosen to realize a blade count ratio of 2-3-4,
which eases computational fluid dynamics �CFD� modeling of this
test arrangement. For the integrated concept, 18 struts were cho-
sen. The trailing edge of the strut is at the same axial position as
the trailing edge of the LP-vane and has the same inclination.

The duct area ratio of the base design is approximately 1.5 and
a nondimensional duct length l /hexit,blade of 2 �see Fig. 1�c�� is
used. This means that the designed duct geometry is well above

Fig. 2 Meridional section with probe measurement planes „a…, and blade counts and
profiles „b… for the integrated concept

Table 1 Operating condition and blading design parameters

Operating Point HP-turbine

Mass flow kg/s 15.9
Total temp. inlet K 432
Total temp. exit K 332
Total pressure inlet bar 3.4
Maexit,absolute 0.6
�exit deg �15
Stage pressure ratio 3.1
Power kW 1,590
Speed rpm 11,000
�H /u2 1.6
cax /u 0.64
Tip clearance % span �mm� 0.8
Tip geometry Plenum type seals

Parameter HP-vane HP-blade Strut LP-vane

Blade No. 24 36 18 48
t /C 0.89 0.76 0.88
b �mm� 67.9 51 44.3
dTE �mm� 1 1 1 1
hexit �mm� 47 58 63 63
h /Cax 1.1 1.2 0.7 2.0
ReC 2�106 1�106 1.03�106 0.5�106

Mainlet 0.1 0.48
Maexit 1.05 1.07 0.55
�inlet 0 34.4 �15 �14
�exit 67.6 �57.2 �44 �44.7
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the classical limit by Sovran and Klomp �14�. This paper describes
the investigation of the basic design compared with an integrated
concept.

2.3 Operating Conditions. At the design point of the applied
HP-turbine, the stage pressure ratio is about 3.1 and the stage
reaction based on the enthalpy is 0.46. The stage pressure ratio,
the total temperature at stage inlet, and the speed, thus the cor-
rected speed, were kept the same for both configurations: The
blading has transonic conditions on the suction surface of the
airfoils and at the exit of the blade rows. The turbine is choked for
the whole operating area to be investigated. The mass averaged
ITD inlet Mach number is adjusted to 0.6 and represents realistic
duct inlet conditions of modern jet engines with a single stage
HP-turbine. The mass averaged inlet swirl angle is about �15 deg
�counterswirl� measured from the engine axis. The Reynolds num-
ber level based on the chord length is typically high and correlates
with the HP-turbine inlet pressure level and will be in a similar
range like for aero engines at take off condition.

2.4 Instrumentation and Measurement Locations. Figures
1�a� and 2�a� also show the measurement locations in the AIDA
test rig. Full area traversing was performed in seven �base design�
and four �IC� different planes: downstream the HP-turbine �plane
C�, within the duct �planes C1, C3, and C5�, and upstream �plane
D� and downstream �planes E and F� the LP-vane �strut�. In
planes C1 to F, the probes and the traverse gears were mounted
on the inner liner of the ITD to protect the sensitive flow at the
outer wall from disturbances by the probe fixation. Due to the
uncommon flow direction relative to the measurement location in
some planes, especially developed five-hole-probes �IST, RWTH
Aachen� with an inclined probe head of 2.5 mm diameter were
applied to extend the measurement range toward the probe shaft.

The probes are calibrated for Mach numbers between 0.1 and
0.8, yaw angles between �20 deg and +20 deg, and pitch angles
between �16 deg and +20 deg. The negative values of the yaw
angle indicate a counter-rotating flow and the negative values of
the pitch angle indicate the flow direction toward the hub. The
correlation between the calibration characteristic and the value to
be measured is given by a multiparameter approximation.

Only small holes in the flow channel were necessary to traverse
the probes inward and outward. The circumferential measurement
position was changed by turning the stationary vane rows during
operation of the facility. The measurement grid in each plane con-
sists of 15 points in the radial direction and 21 �29� points in the
circumferential direction. The grid covers two �one� LP-vane
�strut� pitches and about 95% passage height. Traversing was done
along the radial lines. In each measurement point, the probe was
turned into the flow to reach the highest accuracy and to ensure to
be always within the calibration range of the probe. Furthermore,
the rig is equipped with static pressure taps around the circumfer-
ence of the inner and outer casing parts at the indicated measure-
ment positions �see Figs. 1�a� and 2�a�� to get the pressure distri-
bution along the flow path. In planes C1–C5, the boundary layer
rakes at the inner and outer surface of the ITD were used to record
the total pressure profile near the walls.

2.5 Measurement Uncertainties. Instrumentation for the de-
termination of duct flow characteristics has to meet not only high
demands on accuracy and repeatability but requires higher num-
bers of channels, too. Therefore, the measurement system is made
up by 11 multichannel pressure transducers PSI 9016 with a total
amount of 176 channels and an accuracy of 0.05% full scale and
four National Instruments Field Point FP-TC-120 eight-channel
thermocouple input modules and one FP-RTD-122 resistance ther-
mometer input module.

Table 2 shows the measurement uncertainties of the five-hole-
probe measurements. These values contain the error due to the
approximation and the systematic error of the PSI Modules.

The comparison of the yaw angle obtained by means of 5HP

with the unsteady yaw angle measured by laser Doppler veloci-
meter �LDV� showed that the excursions of the flow were always
within the calibration range of the probe.

The measurement uncertainties of the static pressure and the
total pressure at stage inlet are �1 mbar. The variation in speed is
below 10 rpm and the measurement uncertainty of the temperature
measurement is about �0.5 K.

3 Results and Discussion

3.1 Five Hole Probe Measurements and Boundary Layer
Rakes. The flow parameters �H /u2=1.5 and cax /u=0.8, the cor-
rected speed of 529.5, and the pressure ratio of 3.1 over the stage
have been kept the same for both the base design and the IC. The
flow parameters differ a little bit from the design parameters.

3.1.1 Duct Inflow. Figures 3–10 present the measurement re-
sults obtained by means of five-hole-probes. Figure 3 shows the
mass averaged Mach number distribution, Fig. 4 shows the total
pressure distribution, and in Fig. 6 the mass averaged yaw angle
distribution is depicted. Figure 5 shows the area averaged static

Table 2 Measurement uncertainties of the 5HP

Ma +0.006 �0.003
� +0.5 �0.08 deg
� +0.6 �0.3 deg
pt +3.3 �3.0 mbar
p +5.3 �5.2 mbar

Fig. 3 Mass averaged Mach number distribution in plane C

Fig. 4 Mass averaged total pressure distribution in plane C
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pressure distribution. Figures 7–10 are contour plots �two HP-
vane pitches are plotted� where on the left side results of the base
design and on the right side results of the IC are shown.

It can be seen that the strut does not affect the flow directly
downstream the rotor �plane C�. A marginal difference in the
Mach number distribution can be observed. This can be seen in
the Mach number contour plots �Figs. 7 and 9�, as well. For both
cases, a low Mach number region at the hub is visible. This is due

to the lower passage vortex, which extends up to approximately
40% passage height. The total pressure �see Fig. 4� is marginally
larger for the IC. The above mentioned larger area increases the

Fig. 5 Area averaged static pressure distribution in plane C

Fig. 6 Mass averaged yaw angle distribution in plane C

Fig. 7 Mach number distribution in plane C, base design

Fig. 8 Yaw angle distribution in plane C, base design

Fig. 9 Mach number distribution in plane C for the IC

Fig. 10 Yaw angle distribution in plane C for the IC
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static pressure in plane C �see Fig. 5�. The gradient is over the
most part of the channel height the same except the approximately
upper 15%. It seems that in this realm the different curvature of
the modified outer duct wall is responsible for this difference. The
yaw angle distribution is the same for both configurations �Figs. 6,
8, and 10�. In the contour plots, the same structures are visible for
both cases. This variation in circumferential direction is imposed
by the HP-vane. At the tip region, the effect of the rotor tip clear-
ance can be seen clearly.

Due to the fact that the strut has no influence on the flow in duct
inlet, no LDV measurements have been performed for the IC. The
time resolved data at duct inlet have been discussed in detail by
Göttlich et al. �2�.

3.1.2 Outflow of the LP-Vane and the Strut (Plane E),
Respectively. In Figs. 11–14, the mass averaged results are de-
picted, except the static pressure distribution that has been area
averaged. Figures 15–20 show the contour plots of the base design
on the left and on the right side; the plots of the integrated concept
are depicted. Each plot is viewed from downstream and shows a
20 deg section with the same relative stator-stator �strut� position.
The periodicity of the base design is 15 deg and for the IC it is 60
deg.

The IC accelerates the flow to a higher Mach number level but
the radial distribution is nearly the same except at the hub region.
For the difference there, the untypical hub leakage vortex �HLV�
�vortices can be identified in the yaw angle distribution as a con-
centration of horizontal contour lines� is responsible. This gap at
the hub is necessary for circumferential traversing. Its influence is
up to approximately 16% passage height. The dotted line in the
figures represents this limit. If one takes a look at the contour

plots, e.g., of the Mach number �Figs. 16 and 19�, one can see that
for the base design three wakes �dashed line�, two upper passage
vortices �UPVs� and lower passage vortices �LPVs�, and three
HLVs have been observed in this 20 deg section, while for the IC
only one wake, one UPV, one LPV, and one HLV is within the
same section. This means that during the averaging of the results
of the base design these features are taken into account more
often. But the wakes of the base design are thinner than the wakes
of the IC �compare Fig. 15 with Fig. 18�. This wakes of the IC are
not only thicker but even slower especially from about 20% to
80% passage height. These slow and thick wakes seem to be re-
sponsible for the higher Mach number. Due to their blockage ef-
fect, the mass has to go through a smaller effective area �geo-
metrical areas are identical for both designs� between two
neighboring wakes. It can be seen in Figs. 18 and 19 that the wake
of the IC is slowest and thickest near the hub up to about 35%
passage height.

The total pressure �see Fig. 12� is insignificantly higher for the
IC but shows nearly the same behavior as the Mach number dis-
tribution. The static pressure gradient is the same for both con-
figurations up to about 60% passage height. The level is lower due
to the larger Mach number. The largest difference between this
configurations can be seen in the yaw angle distribution. It can be
seen that from the hub to about 40% passage height the IC turns
the flow more or in other words the meridional component of the
absolute velocity is smaller and the circumferential component is
larger compared with the base design.

This indicates that less mass flows through this �geometrical�
area. Furthermore, the large LPV leads to over- and underturning
of the flow. From 40% passage height upward, the strut is less
turning compared with the base design or again in other words the

Fig. 12 Mass averaged total pressure distribution in plane E Fig. 14 Mass averaged yaw angle distribution in plane E

Fig. 11 Mass averaged Mach number distribution in plane E
Fig. 13 Area averaged static pressure distribution in plane E
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Fig. 15 Total pressure ratio distribution of the base design

Fig. 16 Mach number distribution of the base design

Fig. 17 Yaw angle distribution of the base design

Fig. 18 Total pressure ratio distribution of the IC

Fig. 19 Mach number distribution of the IC

Fig. 20 Yaw angle distribution of the IC
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meridional component of the absolute velocity is higher �same
circumferential component�, which is in good agreement with the
higher Mach number mentioned before. The over- and underturn-
ing of the flow due to the UPV can be observed. That means that
the usually following rotor has to be designed for a larger angle
variation over the passage height.

In the contour plots of the total pressure ratio �Figs. 15 and 18�
and in the Mach number �Figs. 16 and 19� distribution, the influ-
ence of the HP-vanes can still be seen in both the base design and
the IC. As written before within the wake, a region of low Mach
number and total pressure close to the hub is visible for the IC.

This region extends up to about 35% passage height. It seems
that the risk of separation is high at the suction side �SS� near the
hub. This can also be seen in Fig. 24 where a region of low wall
shear stress �C� has been detected. In the plots of the base design
and the IC, a thickening of the wake close to the casing has been
observed. The UPV and the LPV occupy nearly the whole flow
channel of the IC. For the base design, the passage vortices are
much smaller but there are more within the measurement plane. In
the plots of the IC beside the HLV at the hub, another vortex can
be observed, which rotates in the clockwise �CW� direction.

3.2 Oil Flow Visualization. A mixture of synthetic motor oil
and titanium oxide is used to cover the inner and outer duct sur-
faces �bright�. The red color is added to cover the pressure and
suction surface of the struts. Figure 21 shows the surfaces of the
outer duct wall and the struts before they are exposed to the flow.
In this figure, the flow is from left to right. All pictures of the
outer duct endwall are taken from the inner duct through remov-
able inserts.

In Fig. 22, the flow on the outer duct wall is visualized and is
nearly axial at the casing. The strong cross flow due to the pres-

sure gradient from the pressure to the suction side of the adjacent
strut within the passage can be seen nicely. There is a region �A�
of lower shear stress at an axial position close the leading edge.
Figure 23 shows the inner duct wall. Regions �B� of low wall
shear stress have been observed in the first part of the duct wall,
which have a distance of one HP-vane pitch. This means that the
flow is influenced by the HP-vane. The dashed line mark the 5HP
measurement plane. The dot is approximately the separation point
where the horseshoe vortices starts to form. Also a strong cross
flow pattern can be seen. Between the two dash-dotted lines, the
effect of the HLV is visible. The part of the duct between rotor
exit and strut leading edge shows the same features as the base
design. Figure 24 shows the oil flow visualization on the suction
surface of the strut. The flow is from right to left. Due to the
uncommon “hub clearance,” which is necessary for circumferen-
tial traversing, the leakage flow from this hub gap can be seen on
the suction surface �below the dash-dotted line�. A region �C� of
low wall shear stress is visible. The pressure side �PS� leg of the
horseshoe vortex cannot be seen explicitly as in Refs. �5,6�. The
radial inward flow due to the pressure gradient imposed by the
meridional curvature of the duct �second bend at the casing� and
the curvature of the trailing edge can be seen. The radial pressure
gradient pushes the flow down from the outer duct wall along the
suction surface of the strut to the inner duct wall. The white circle
in the first third of the strut chord length indicates approximately
the position where the flow starts to move downward. Between
the two dotted lines, a flow with low shear stress is present. In the
plot of the yaw angle �Fig. 20�, it can be seen that the sense of
rotation is opposite �clockwise� to the upper passage vortex.

The different color indicates that the flow is from the casing
endwall �bright� and is mixed with the flow at the strut surface. It
seems that the clockwise rotating vortex observed close to the
HLV is the casing horseshoe vortex traveling below the UPV and
pushed radially inward by the pressure gradient. The oil flow vi-

Fig. 21 Oil coating before the surfaces are exposed to the flow

Fig. 22 Picture of the outer duct wall

Fig. 23 Picture of the inner duct wall

Fig. 24 Oil flow visualization on Suction Surface
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sualization on the pressure side can be seen in Fig. 25. The black
dot marks approximately the position of the separation point at the
outer duct endwall. The cross flow within the passage can be seen
again.

3.3 Static Pressure Taps. Figure 26 shows the pressure dis-
tribution along the duct by means of the pressure rise coefficient,
which is defined as

Cpn = �pn − pC�/�pt,C − pC� �1�

where the subscript n relates to the local position and C refers to
the measurement plane C near duct inlet at x / l=0.

At the inner wall, the static pressure distribution is exactly the
same for both configurations. For the outer duct wall, the mini-
mum in Cp was observed at x / l=0.25 for both configurations but
it is higher for the IC.

This is due to the fact that the outer duct wall was changed to
compensate the blockage of the struts and thus rises the minimum
pressure as well as the blockage of the struts.

3.4 Estimation of Duct Loss and the Weight Reduction.
The total pressure loss from plane C to plane E is roughly esti-
mated by

�pt =
pt,C − pt,E

pt,C
� 100 �2�

The total pressure loss base design is 4.4% and the total pressure
loss IC is 4.3%.

Here the pressure loss of the IC is slightly smaller than for the
base design. If one considers that in a real engine there would be
no hub leakage, the authors estimate that the loss decreases. But

here it is assumed that the losses stay in the same magnitude. It
seems that it is possible to design a configuration with a strut that
fulfills both functions of a strut and of a LP-vane without severe
loss increase.

The following weight reduction only considers the weight of
the blading. For the struts two limits can be given:

�a� solid struts: 11.4 kg
�b� hollow struts �approximately 2 mm wall thickness�: 4.3

kg
�c� solid LP-vanes: 2.8 kg
�d� solid struts and LP-vanes: 14.2 kg �conventional design�
�e� hollow struts and LP-vanes: 7.1 kg �conventional design�

That means that a weight reduction �based on the conventional
design� due to the removed LP-vane row of 20% for the solid
struts and 39% for the hollow struts is possible. A further reduc-
tion can be taken into account due to the shorter inner and outer
casing parts and the reduced length of the shafts.

4 Conclusion
A novel concept to reduce duct length, a so called integrated

concept, has been compared with a base design. The intention was
to achieve similar outflow conditions. It was shown that a similar
flow field can be realized with this IC as for the base design. A
larger yaw angle variation over the passage height due to the large
secondary flows must be taken into account. A significant weight
reduction of the blading between 20% and 39% is possible.
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Nomenclature

Symbols
� � tan−1�ct /cn� yaw angle �deg�
C � chord length �mm�

cax, ct, cn, cr � axial, tangential, normal, and radial velocities
�m/s�

dTE � trailing edge thickness �mm�
h � average blade height �mm�
H � enthalpy �J/kg�
l � axial duct length �mm�

l /hexit,blade � nondimensional duct length
T � temperature �K�
p � pressure �bar�

�pt � total pressure loss �%�
u � circumferential velocity �m/s�

�H /u2 � loading coefficient
cax /u � flow coefficient

Ma � Mach number
x � axial distance �mm�

References
�1� Marn, A., Göttlich, E., Pecnik, R., Malzacher, F. J., Schennach, O., and Pirker,

H. P., 2007, “The Influence of Blade Tip Gap Variation on the Flow Through
an Aggressive S-Shaped Intermediate Turbine Duct Downstream a Transonic
Turbine Stage-Part I: Time Averaged Results,” ASME Paper No. GT2007-
27405.

�2� Göttlich, E., Marn, A., Pecnik, R., Malzacher, F. J., Schennach, O., and Pirker,
H. P., 2007, “The Influence of Blade Tip Gap Variation on the Flow Through
an Aggressive S-Shaped Intermediate Turbine Duct Downstream a Transonic
Turbine Stage-Part II: Time-Resolved Results and Surface Flow,” ASME Pa-
per No. GT2007-28069.

�3� Norris G., Dominy R. G., and Smith A. D., 1998, “Strut Influences Within a
Diffusing Annular S-Shaped Duct,” ASME Paper No. 98-GT-425.

�4� Norris G., Dominy R. G., and Smith A. D., 1999, “Flow Instability Within a
Diffusing, Annular S-Shaped Duct,” ASME Paper No. 99-GT-70.

Fig. 25 Oil flow visualization on the pressure side

Fig. 26 Static pressure rise coefficient

Journal of Turbomachinery OCTOBER 2009, Vol. 131 / 041014-9

Downloaded 28 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



�5� Pullan, G., Denton, J., and Dunkley, M., 2003, “An Experimental and Com-
putational Study of the Formation of a Streamwise Shed Vortex in a Turbine
Stage,” ASME J. Turbomach., 125, pp. 291–297.

�6� Pullan, G., Denton, J., and Curtis, E., 2006, “Improving the Performance of a
Turbine With Low Aspect Ratio Stators by Aft-Loading,” ASME J. Turbom-
ach., 128, pp. 492–499.

�7� Davis, R. L., Yao J., Clark J. P., Stetson, G., Alonso, J. J., Jameson, A.,
Haldeman, C. W., and Dunn, M. G., 2002, “Unsteady Interaction Between a
Transonic Turbine Stage and Downstream Components,” ASME Paper No.
GT2002-30364.

�8� Miller, R. J., Moss, R. W., Ainsworth, R. W., and Harvey, N. W., 2003, “The
Development of Turbine Exit Flow in a Swan-Necked Inter-Stage Diffuser,”
ASME Paper No. GT2003-38174.

�9� Miller, R. J., Moss, R. W., Ainsworth, R. W., and Harvey, N. W., 2004, “The
Effect of an Upstream Turbine on a Low-Aspect Ratio Vane,” ASME Paper
No. GT2004-54017.

�10� Göttlich, E., Marn, A., and Malzacher, F. J., Schennach, O., and Heitmeir, F.,
2007, “Experimental Investigation of the Flow Through an Aggressive Inter-
mediate Turbine Duct Downstream of a Transonic Turbine Stage,” Proceed-
ings of the Seventh ETC, Athens, p. 383.

�11� Göttlich, E., Malzacher, F., Heitmeir, F., Marn, A., 2005, “Adaptation of a
Transonic Test Turbine Facility for Experimental Investigation of Aggressive
Intermediate Turbine Duct Flows,” AIAA Paper No. ISABE-2005-1132.

�12� Erhard, J., and Gehrer, A., 2000, “Design and Construction of a Transonic Test
Turbine Facility,” ASME Paper No. 2000-GT-480.

�13� Neumayer, F., Kulhanek, G., Pirker, H.P., Jericha H., Seyr, A., and Sanz, W.,
�2001�, “Operational Behaviour of a Complex Transonic Test Turbine Facility,
” ASME Paper No. 2001-GT-489.

�14� Sovran, G., and Klomp, E. D., 1967, “Experimentally Determined Optimum
Geometries for Rectilinear Diffusers with Rectangular Conical or Annular
Cross Section,” Fluid Mechanics of Internal Flow, G. Sovran, ed., Elsevier,
New York.

041014-10 / Vol. 131, OCTOBER 2009 Transactions of the ASME

Downloaded 28 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Vipluv Aga
e-mail: vaga@ethz.ch

Michel Mansour

Reza S. Abhari

Department of Mechanical and Process
Engineering,

Institute for Energy Technologies,
ETH Zurich,

CH-8092 Zurich, Switzerland

Aerothermal Performance of
Streamwise and Compound
Angled Pulsating Film Cooling
Jets
The quantification of aerothermal loss is carried out for streamwise and compound
angled film cooling jets with and without large scale pulsation. This paper reports on the
simultaneous measurements of the unsteady pressure and temperature field of streamwise
and a 60 deg compound angled film cooling jet, both with a 30 deg surface angle over a
flat plate with no pressure gradients. Turbine representative nondimensionals in terms of
the geometry and operating conditions are studied. The main flow is heated more than the
injected flow to have a temperature difference and hence a density ratio of 1.3, while the
blowing ratio is maintained at 2. The entropy change, derived from pressure and tem-
perature measurements, is calculated by using modified reference conditions to better
reflect the losses in both the jet and the freestream. The effects of the periodic unsteadi-
ness associated with rotating machinery are simulated by pulsating the jets. These effects
are documented through time-resolved entropy change contours. Mass-averaged entropy
and kinetic energy loss coefficients seem to be apt quantities for comparing the aerother-
mal performance of streamwise and compound angled injections. It is observed that the
mass-averaged entropy loss of a streamwise jet doubles when it is pulsated, whereas that
of a compound angled jet increases by around 50%. It may be conjectured from the
measurements shown in this study that streamwise oriented jets suffer most of their
entropy losses at the hole exit due to separation, whereas in compound angled jets,
downstream thermal mixing between the jet and the freestream is the dominant
mechanism. �DOI: 10.1115/1.3072489�

1 Introduction
Film cooling of gas turbine stator and rotor airfoil surfaces has

played a major role in preserving the structural integrity of these
hot-section components at operating temperatures in excess of the
melting temperatures of the constituent alloys. Additionally, a ju-
dicious choice of film cooling strategies can be instrumental in
substantially improving engine efficiency, thus making a strong
case for a cogent understanding of its flow and thermal structure.
Film cooling basically comprises the use of relatively cool air
extracted from the latter stages of a high pressure compressor and
ejected over the airfoil to be cooled into the hot flow path through
small holes in the airfoil surface. The geometry and orientation of
the holes have a direct influence on the film uniformity, adiabatic
effectiveness, and heat transfer coefficient of the surface. Addi-
tionally, the injected air flow would also cause significant changes
in the expected aerothermal field, which would be of particular
concern in some regions like turbine end walls.

Previous film cooling studies have primarily concentrated on
surface heat transfer and adiabatic effectiveness measurements us-
ing various methods such as thin-film gauges and thermocouples
�see, e.g., Refs. �1,2��, liquid crystals �see, e.g., Ref. �3��, and
infrared cameras �see, e.g., Ref. �4��. Such studies have primarily
concerned themselves with surface heat transfer information
rather than the flow structure per se. These studies also took into
account the effects of geometry and orientation on the surface
results apart from the various flow conditions. Film cooling re-
search of late has also started making inroads into deciphering the

complex flow structure and thermal field. Studies such as Refs.
�2,5� reported steady temperature distributions within the emanat-
ing cooling jet and also provided surface measurements for the
adiabatic effectiveness. It was noted that the need to understand
the flow structure, which ultimately governs the surface results, is
of paramount importance for future designs.

The velocity field of a streamwise film cooling jet has been
studied for a range of BR and DR in Ref. �6�. In order to better
understand the underlying flow physics that affect surface cooling,
the velocity and thermal fields have been measured in Refs. �7,8�.
Similar detailed computational measurements for compound
angled jets have been carried out in detail in Refs. �9–11�, whereas
Ref. �12� shows particle image velocimetry �PIV� measurements
of velocity and vorticity for a compound angled geometry. Hot
wire measurements within a film cooling jet in Ref. �13� have
shown the underlying anisotropy as well as the turbulent charac-
teristics of film cooling flows. Studies on freestream turbulence
effects on adiabatic effectiveness �see, e.g., Refs. �14,15�� have
shown that the freestream turbulence is instrumental in altering
the mixing and spreading of the jet, thereby significantly changing
the film cooling effectiveness.

The flow physics of a film cooling jet in real turbine conditions
is significantly affected by the unsteady effects due to the moving
blades �1�. Many studies have incorporated jet pulsations and duty
cycle variations, notably Ref. �16�, wherein it was found that pul-
sations tend to increase effectiveness for some amplitudes,
whereas the frequency did not have much effect. Recent studies
�17,18� have shown the marked effect of the frequency of jet
pulsation on both heat transfer and effectiveness. Unsteady PIV
measurements of pulsating jets in Ref. �6� have also shown that
frequency and BR are important parameters, which determine
whether a pulsed jet may be considered quasisteady and equiva-
lent, by virtue of its velocity field, to a steady jet of equivalent BR.
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It has also been established by in-depth computational studies in
Ref. �19� that near-hole pressure fluctuations have significant ef-
fects on the adiabatic effectiveness of a streamwise hole. How-
ever, most of these studies are primarily for streamwise injection,
and the flow physics of compound angled injection with pulsation
is still the subject of intense research.

Although film cooling studies have almost always concentrated
on the primary heat transfer issues, engine designers are also con-
cerned with the aerothermodynamic losses that might be produced
when film cooling injection causes mixing losses. This is of par-
ticular significance when the aerodynamics are significantly al-
tered in contoured end walls of a turbine due to film cooling.
Specifically, studies such as those in Ref. �20� have concluded that
since the losses generated by film cooling ejection at end walls
could be significant, the nature of the 3D flow field should be
accounted for when designing end wall film cooling. The aerody-
namic mixing effect due to film cooling ejection was also studied
in Ref. �21�, in which a mass-weighted definition for the reference
pressure was used to compute the film cooling pressure loss to
take into account loss from both the freestream and the injected
coolant. Other studies such as Refs. �3,22� have also concentrated
on the aerothermal performance of film cooling holes. These stud-
ies have recognized the need to use the kinetic energy loss coef-
ficient, which is superior to a pressure loss coefficient or an en-
tropy production based only on freestream conditions, as it also
takes into account the losses within the film cooling holes. How-
ever, it should be noted that most of these studies were performed
at conditions when coolant and freestream temperatures were
equal due to the absence of simultaneous temperature and pres-
sure measurements. Thus, the effect of thermal gradients or un-
steadiness on kinetic energy loss or entropy has not been properly
characterized in previous studies even though almost every film
cooling hole is used in an environment where there is periodic
unsteadiness due to blade passage in actual machinery.

The current study is carried out using a novel measurement
technique. An in-house developed probe, the fast response entropy
�FENT� probe, simultaneously measures pressure and temperature
at high acquisition rates up to 40 kHz. It is built on the framework
of the well established fast response aerodynamic probe �FRAP�
technology developed at the ETH Zurich �23� by combining
FRAP with thin-film gauge technology. Hence, it is versatile, re-
liable, and robust.

The results outlined in this paper capture in detail the time-
resolved and averaged temperature, pressure, entropy change, and
kinetic energy loss coefficient for a single operating condition,
viz., BR=2 and DR=1.3 for a streamwise and 60 deg lateral
angled hole over a flat plate. The effect of jet pulsation �which
mimics the periodic unsteadiness in a turbine� on these derived
quantities is discussed, specifically in terms of the dominant loss
mechanisms for the two geometries and the time-resolved evolu-
tion of loss. The detailed flow structure in the near-hole region
with respect to the thermal field would be of special interest to
computational researchers. This is especially true when the com-
parison is to be made between a steady run and one with pulsa-
tion. Such a comparison would involve using the appropriate ref-
erence conditions and loss evaluation quantities, which are
discussed in this paper. The results that compare streamwise and
compound angled jets would also be of interest to designers to
quantify the impact of film cooling on the aerothermodynamics in
the near-hole region.

2 Experimental Methodology

2.1 Experimental Setup. The film cooling test rig, described
in detail in Refs. �6,12�, is powered by a centrifugal compressor,
which, through insulated piping, leads to a heat exchanger
wherein the freestream flow can be heated to about 120°C. This
heat exchanger is fed by 7 bar saturated steam from the house
heating system. A water-cooled heat exchanger extracts heat from
the freestream downstream from the test section. Various pressure

and temperature probes at different points within the loop allow a
real-time monitoring and measurement of the conditions within
the rig. The boundary layer thickness of the main flow is con-
trolled by a suction arrangement. A centrifugal blower drives the
boundary layer suction, extracting through 327 discrete holes of
1.2 mm diameter stacked over an area of 60�180 mm2. The
extracted air is fed back into the loop far downstream of the
cooler. The secondary or the cooling flow is delivered by a shop
air system with a maximum of 75 g/s mass flow rate. First a drier
lowers the dew point of the air to −70°C. Solid water-absorbing
particles then alternatively dry the air and recuperate within the
drier. The dried air can then be cooled to about −60°C by a single
cycle cooler for ejecting into the test section through MACOR
inserts, which can be changed to measure different hole geom-
etries. As Fig. 1 shows, the coolant air enters through a pulsator,
which delivers steady air when switched off, but can be made to
pulsate the injection at frequencies up to 500 Hz.

The test section consists of a rectangular flow path of 40
�181 mm2 cross section. The area of main interest is near the
injection site of the secondary flow. A novel traversing and probe
access technique is used, henceforth referred to as the circle-in-
circle �CIC� system. This traversing system is made of two circu-
lar metal plates fitted onto a flat plate. This is shown in Fig. 2. The
two nonconcentric circular disks can each rotate about their own
axes and thereby allow the small probe entry hole a positioning at

Fig. 1 Schematic of the test section for measurement with the
FENT probe

Fig. 2 CIC plane traversing system for probe access shown in
different configurations allowing for flexible spatial access
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any point in the plane. The probe itself can be traversed perpen-
dicular to the plane of the traversing system, as shown in Fig. 1,
thereby allowing an access to any measurement point within the
3D domain. The sealing between the moving circles is effected by
tight clamps. The main advantage of such a probe access system is
the ease of manufacture, absolute flexibility in spatial access, and
ability to move the probe without any other force except that from
the four axis traversing system moving the probe assembly itself.
This kind of system does not cause any intrusion at the wall, being
flush with it, and allows a rapid experimental campaign.

2.2 Measurement Procedure. First the flow parameters are
adjusted with the aid of the real-time monitoring system. Forty
primary data channels �pressure, temperature, frequency, and mass
flow� are acquired directly from their corresponding sensors.
These are written to file together with ten derived flow param-
eters. The most relevant parameters such as main flow Mach num-
ber, blowing ratio, and density ratio are shown online, thus allow-
ing their fast and accurate adjustment. The test rig is described in
more detail in Ref. �6�. The main measurement device is the
FENT probe, exhaustive details of which are presented in Ref.
�24�. It primarily consists of an unsteady total temperature minia-
ture probe mated with an established aerodynamic pressure probe
technology known as FRAP �23�. The FRAP employs a miniature
silicon piezoresistive chip, which is glued beneath a pressure tap
on the probe tip. Polynomial calibration charts for pressure and
temperature are made before every measurement. The pressure
probe is attached to the unsteady total temperature probe, which
consists of a pair of thin-film gauges that are deposited onto a
substrate, and used as resistance thermometers, which are heated
to different temperatures. This allows measurement of unsteady
temperature along with total velocity derived from the pressure
information. The FENT probe has a cutoff frequency of 35 kHz
and an upper temperature limitation of 130°C. The temperature
limitation comes from the semiconductor characteristics of the
pressure sensor, which experience an exponential increase in the
electromagnetic noise on the pressure signal above that tempera-
ture. Details are available in Ref. �23�. A close-up photograph of
this probe is shown in Fig. 3. The flow field was measured at six
planes normal to the primary freestream velocity at X /D=0, 1, 2,
3, 4, and 6. The hole center was used as the origin of the coordi-
nate system described in Fig. 4. Each normal plane consisted of
19 wall lateral and 15 wall normal points. The closest to wall Z /D

measured was around 0.5 in the case of the streamwise unpulsated
case as the developed probe could not penetrate owing to its size.
In the other cases, as the temperature sensors were located lower
than the pressure sensors, measurements closer to the wall were
possible. However, the measurement of quantities derived from
both pressure and temperature was limited to Z /D=0.5. It must be
noted, however, that all derived quantities used pressure and tem-
perature measurements from coincident points. This was done by
traversing the probe with the same wall normal distance as the
distance between the temperature and pressure sensor to obtain
signals at coincident points. Pressure and temperature signals
were acquired simultaneously at a sampling rate of 100 kHz over
2 s. The data sets are processed to obtain time-resolved total and
static temperature, total and static pressure, Mach number, flow
angles, and velocity by phase-lock averaging over 250 samples.

2.3 Flow Conditions. Figure 4 shows the coordinate system
and symbols used henceforth. The inserts consisted of five holes
of hole diameter D=7 mm. This hole size was sufficient for the
probe diameter of 1.8 mm. The origin of the coordinate system is
located at the geometric center of the injection hole in the center
of the row. The hole pitch was S=4D, and the metering length was
L=4D. Two geometries were tested, both having a surface angle
of �=30 deg and lateral angles of �=0 deg and �=60 deg. All
spatial dimensions are nondimensionalized by the hole diameter,
D. The pulsation frequencies were 0 Hz and 400 Hz correspond-
ing to a hole diameter based reduced frequency, fr= fD /Uh,�
=0.025, which lies in the engine range of 0.01–0.1 according to
Refs. �19,17,18�. The total pressure variation in the plenum and
the corresponding local BR variation are shown in Fig. 5 for the
pulsations introduced. The duty cycle of the pulsations is a little
above 0.5, as visible in the figure. All time axes are nondimen-
sionalized by the time period of a single pulsation for 400 Hz.

The Mach number of the freestream, M, was held constant at
0.3, and the main flow parameters were also held constant, BR
=2, DR=1.3, and IR=3.07. This resulted in typical freestream
velocities of Uh=120 m /s and a hole based Reynolds number,
ReD=Uh,�D /��46,000. The density ratios were obtained by
maintaining the coolant at room temperature �298 K� and by heat-
ing the freestream to about 393 K. These ranges could not be
extended due to the limitations on the temperature measurement
of the piezoresistive chip on the probe �23�.

2.4 Error Estimates. The errors in the loop pressures and
temperatures, which were used to maintain the operating condi-
tions, were always in the range of 0.1–0.3% relative to the quan-
tities being measured. The details of the error calculations are
given in Ref. �6� since the same rig was used. The relative error in
the pressure measurement from the FENT probe was 0.1%, while

Fig. 3 Photograph of the tip of the fast entropy probe „FENT….
The diameter of the head is 1.8 mm.

Fig. 4 Definition of the coordinate system and geometrical
parameters

Fig. 5 Blowing ratio and pressure variation measured in the
plenum with respect to time for BR=2, DR=1.3, and pulsation
of 400 Hz, fr=0.025
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the unsteady total temperature measurement error was 2.5% rela-
tive. These discussions are detailed in Ref. �24�. The uncertainties
in the derived quantities thereof are provided in Table 1.

3 Results and Discussions
The simultaneous pressure and temperature measurements are

resolved to obtain quantities such as entropy generation and a
kinetic energy loss coefficient. Estimates of loss in turbomachin-
ery applications are best described by the change in entropy �25�.
The difficulty, however, arises in denoting a proper reference tem-
perature and pressure to calculate this change for a jet in a cross-
flow situation. Ascribing the reference conditions to the
freestream conditions neglects the losses arising from the cooling
hole. In this particular study, using the mixed-out conditions as a
reference is also not possible since the domain of data acquisition
did not extend far enough to record the mixed-out temperatures
and pressures. A logical way to take into account this two tem-
perature, two pressure problem is to use a reference condition that
is a mass-weighted average of the two initial conditions of the hot
freestream and the coolant in the plenum. Such a definition was
successfully applied in Ref. �21� to reference the pressure losses
from film cooling holes in a turbine. For the purposes of creating
a reference baseline, from which to compute the reference tem-
peratures and conditions downstream of the flow, Pref and Tref are
defined by Eqs. �1� and �2�, respectively. The conceptual basis for
these definitions is to assume that the fluid that is measured down-
stream has arrived from just a single initial condition given by
Pt,ref and Tt,ref and that the difference between the two is due to
the various lossy mechanisms such as mixing, heat transfer, and
viscous dissipation between the streams and separation within the
hole,

Pt,ref =
ṁc

ṁc + ṁh

Pt,c +
ṁh

ṁc + ṁh

Pt,h �1�

Tt,ref =
ṁc

ṁc + ṁh

Tt,c +
ṁh

ṁc + ṁh

Tt,h �2�

The reference condition in Eq. �1� can now be used to define a
total pressure loss coefficient, CP,t, similar to that in Ref. �21�,
defined by Eq. �3�, where U� is the incoming freestream velocity,

CP,t =
Pt,ref − Pt

1
2�U�

2
�3�

Since the traditional total pressure loss coefficient does not take
into account the thermodynamics of the flow, the entropy change
is a better indicator of mixing and separation losses �25�. The
entropy change �s at a point �Pt ,Tt� is given by

sref − s = �s = − Cp ln� Tt

Tt,ref
� + R ln� Pt

Pt,ref
� �4�

In order to obtain a positive number and for ease of compari-
son, this entropy change is nondimensionalized and plotted in
subsequent figures as an entropy function, e−�s/R. Thus, an area
where this quantity, e−�s/R, is low signifies an area of greater loss
as the entropy change from the reference condition is higher. It

must be noted that such a definition of entropy change depends on
the viability of assuming the mass-weighted averages of the ref-
erence conditions in the first place. As defined by Denton in Ref.
�25�, an entropy loss coefficient is also defined at every measure-
ment point using the local temperature and total velocity by Eq.
�5�, where V is the local total velocity. This value is primarily used
for comparing mass-weighted averaged values for different con-
ditions in subsequent sections,

� =
T�s

0.5V2 �5�

Aerothermal performance of film cooling jets is most charac-
teristically described by a film cooling loss coefficient. This is the
ratio of the kinetic energy at a point downstream of injection, after
some mixing has occurred, to the sum of the kinetic energy that
the freestream and coolant flow would have had were they to
isentropically arrive at the point in question. This definition is
explained in detail in Refs. �3,21,26,27�. The loss coefficient, 	, is
defined in Eq. �6�. The advantage of using this definition is that
the losses in both the freestream and the coolant holes are consid-
ered. Additionally, an ideal reference condition, as described in
Eqs. �1� and �2�, need not be estimated,

	 = 1 −

�1 +
ṁc

ṁh
�Tt�1 −

Ps

Pt
��
−1�/


Tt,h�1 −
Ps

Pt,h
��
−1�/


+
ṁc

ṁh

Tt,c�1 −
Ps

Pt,c
��
−1�/
 �6�

Unlike the calculation of 	 in other works such as Refs. �21,26�,
there exists an engine representative temperature gradient. Previ-
ous measurements of the quantity, 	, have primarily been esti-
mated with pressure probes in DR=1 conditions; however, as will
be shown later, the temperature gradients have a significant effect
on the thermal mixing loss generation.

3.1 Total Pressure Loss Coefficient, CP,t. The total pressure
loss coefficient, CP,t, as defined in Eq. �3�, is plotted at X /D=6 for
streamwise and compound angled injections in the presence and
absence of 400 Hz or fr=0.025 pulsation in Fig. 6. The wake
shows up as a region of high total pressure loss. It should be noted
that since the blowing ratio is 2, the total pressure of injection is
higher than that of the freestream, and unless the reference pres-
sure, Pref, is mass weight averaged, as shown in Eq. �1�, there
would have been regions in this plot having negative values. The
total pressure loss for a compound angled injection in Fig. 6
shows the larger spread of the injected coolant in Fig. 6�d�. It can
be argued that the CP,t plot only shows the regions of pure aero-
dynamic loss even though other losses are taking place. The com-
pound angled jets �Figs. 6�c� and 6�d��, both show a greater spread
of loss on the windward side of the jet due to the blockage effect,
which leads to some total pressure drop in the freestream.

3.2 Entropy Generation and Temperature Profiles

3.2.1 Streamwise Injection. The local temperature within a
film cooling jet, T, is nondimensionalized using �= �T−Th� / �Tc

−Th�. The entropy change is with respect to the reference condi-
tions as described in Eqs. �1� and �2�. Figures 7�a� and 7�b� show
the time-averaged contours for � for a streamwise injection at �
=0 deg. It is clear that due to time averaging, Figs. 7�a� and 7�b�
are almost identical, except for the part of the flow in �a� below
Z /D=0.5, which could not be measured due to probe access dif-
ficulties for that one case. However, at high pulsation frequency it
has been shown in Ref. �6� that a pulsating flow is quasisteady to
the point that it has almost the same flow structure of a nonpul-
sating flow when viewed in time-averaged conditions. This is not
strictly true for the plots of the entropy function, e−�s/R, which
shows higher losses for the pulsated case especially in the wake
region. The time-averaged plots thus give only a partial insight
into the actual comparison because, as visible in Fig. 5, the BR

Table 1 Error estimates of derived quantities

Parameter Relative uncertainty �%�

M 0.52
DR 0.26
BR 2.6
IR 5.00
fr 0.54
Entropy change, �s 2.5
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variation over a pulsation period is almost 0.6, which would lead
to quite a bit of smearing of the temperature and pressure distri-
bution in the wake.

Since the entropy contours are closely correlated with the tem-
perature contours, as shown in Fig. 7, only the contours of the
entropy function will be considered henceforth. In Fig. 5, the
trough of the pulsation is at t /T=0.3, but in Fig. 8, the jet appears
smallest at t /T=0.64. Hence the crest of the jet appears at t /T
=0.08 and the trough appears at t /T=0.64. Only these two phases
are shown at different downstream points as the variation is quite
small at other phases. The temperature distribution downstream of
the hole does not disappear completely as the injection is not
completely switched off due to the high frequency. It simply be-
comes smaller and travels closer to the wall as the effect of the
trough passes through.

Figure 8 shows the entropy function contours as they vary with
time during a single pulsation and their behavior with increasing

distance from the injection hole. The entropy change takes into
account the change in total temperature and total pressure. The
similarity of entropy contours to the temperature contours sug-
gests the preponderance of the temperature gradients over the
pressure gradients in entropy generation. The sites of high entropy
change are found within the coolant core. In comparing the figures
at t /T=0.08, X /D=3 and t /T=0.64, X /D=3, it can be readily
concluded that as the jet becomes smaller with the pulsation
trough at t /T=0.64, the place where entropy change is maximum
in both the plots is within the coolant core, where the lowest total
temperature can be found.

3.2.2 Compound Angled Injection. The time-averaged plots of
� and entropy function, e−�s/R for the pulsated and nonpulsated jet
with a �=60 deg lateral angle are shown in Fig. 9. The tempera-
ture distribution of the compound angled jet has some distinct
characteristics when compared with a streamwise injection. From

Fig. 6 Time-averaged total pressure loss coefficient, CP,t, at X /D=6 for „a… �=0 deg, fr=0; „b… �=60 deg, fr
=0; „c… �=0 deg, fr=0.025; and „d… �=60 deg, fr=0.025

Fig. 7 Time-averaged nondimensionalized temperature, �= „T−Th… / „Tc−Th…, at X /D=6 for „a… �=0 deg, fr=0
and „b… �=0 deg, fr=0.025. Time-averaged contours of the entropy function, e−�s/R, shown for „c… �=0 deg,
fr=0 deg and „d… �=0 deg, fr=0.025.
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flow structure measurements of Ref. �12� and detailed simulations
of the lateral angled jet of Refs. �9–11�, it is known that the jet
almost never lifts off even at BR=2 and is always attached to the
wall. These studies show that the counter-rotating vortex pair
�CVP� structure is replaced by only a single vortex, which is much
weaker in intensity than a corresponding CVP. The temperature
profiles in Fig. 9 reiterate the fact as the coolant jet has a signifi-
cantly lower vertical spread and is almost squashed down to the
wall laterally when compared with a streamwise jet. It is sus-
pected that part of the boundary layer wake of the lateral angled
jet is not visible since it is very close to the wall, which could not
be accessed by the FENT probe. A single vortex core, which had
been ejected at Y /D=0, piles up the boundary layer mixed with
the cool fluid preferentially on one side by entrainment, causing
the shape observed. The time-averaged temperature contours of
the pulsated flow �Fig. 9�b�� show some differences from the
steady flow. This is because the lateral penetration of the jet in the
Y /D direction increases with increasing BR, so during a pulsation,
the cross section of the jet boundary not only grows larger and
then smaller with time when viewed in the Y-Z plane but also
moves from left to right in the Y direction. The ramifications of

these dynamics are visible in the entropy change contours where
�d� shows a larger coolant wake with a pronounced single pile-up
as compared with �c�, which is smaller and spread closer to the
wall. The pulsating jet, due to its lateral movement, does not allow
the coherent pile-up of the boundary layer, but instead shows a
larger coolant core, which is lifted slightly higher than the steady
jet. The spatial extent of the regions with greater entropy change
is seen to be higher in the pulsated case. A primary conclusion
from the entropy contours in Fig. 9 is the good correlation with
the temperature distribution. The time-resolved entropy contours
in Fig. 10 show that during a pulsation, only the size of region at
X /D=6 changes but not its shape, unlike in the plots at X /D=3. It
can thus be concluded that the lateral sweeping effect of the jet
due to pulsation is not apparent after about four diameters down-
stream of the injection location. The coolant spread with the com-
pound jet is much greater laterally than that of a streamwise case,
but the spread is much closer to the wall, as visible in Figs. 8 and
10.

These figures suggest that the thermal mixing of the jet with the
hot fluid could take place in different ways. For a streamwise
injection, it has been shown in previous literature as well as in the

Fig. 8 Contours of the entropy function, e−�s/R, of a pulsating jet at BR=2, DR=1.3, and �=0 deg shown at
X /D=3,4,6, at the crest t /T=0.08, and at the trough t /T=0.64 during a pulsation

Fig. 9 Time-averaged nondimensionalized temperature, �= „T−Th… / „Tc−Th…, at X /D=6 for „a… �=60 deg, fr=0
and „b… �=60 deg, fr=0.025. Time-averaged contours of the entropy function, e−�s/R, shown for „c… �
=60 deg, fr=0 deg and „d… �=60 deg, fr=0.025.
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thermal contours in Fig. 7 that coolant core mixes with the hot
fluid entrained from outside by the CVP, thereby getting warmer.
In the context of the knowledge that a compound angled jet has
most of its coolant spread within the boundary layer, not only is
the coolant more spread out, but due to the absence of a strong
CVP, there is little entraining of hot fluid from the freestream to
within the jet. Instead a better distribution of temperature within
the boundary layer occurs, which piles up on one side as the
coolant spreads laterally rather than remaining confined within a
vortex core.

3.3 Mass-Averaged Performance Indicators. From Figs. 7
and 9 it appears that pulsating a compound angled jet changes the
local entropy and temperature distribution much more than with a
streamwise jet. However it should be noted that the momentum of
a streamwise jet is much higher than a compound angled jet at the
same downstream distance due to the strong entrainment of its
CVP, whereas the compound angled jet loses its forward momen-
tum in the redistribution of the coolant laterally and energizing the
boundary layer. In order to get averaged quantities of perfor-
mance, which can be conveniently interpreted, the total pressure
loss coefficient, CP,t, the entropy loss coefficient, �, and the ki-

netic energy loss coefficient, 	, were mass flow averaged at the
measurement planes using Eq. �7�, where F represents the quan-
tity being averaged,

F̄ =

�� F�VdA

�� �VdA

�7�

3.3.1 Total Pressure Loss Coefficient. Figure 11 shows the
mass-averaged total pressure coefficient for different conditions. It
is conjectured that this quantity indicates the total pressure loss
from the cooling hole as well as that suffered by the main flow
during the mixing process. It must be noted, however, that for all
cases, parts of the wake very close to the wall, where there could
be significant pressure loss, were not measured due to the inac-
cessibility of the probe. It is observed in Fig. 11�a� that the mass-
weighted time-averaged total pressure loss increases much more
for the streamwise case for successive downstream stations than
for the compound angle jets in general. Pulsating jets tend to have

Fig. 10 Contours of the entropy function, e−�s/R, of a pulsating jet at BR=2, DR=1.3, and �=60 deg shown at
X /D=3,4,6, at the crest t /T=0.08, and at the trough t /T=0.64 during a pulsation

Fig. 11 Evolution of mass flow weighted average of the total pressure loss coefficient
CP,t „a… with distance from the hole center and „b… within a single pulsation of fr=0.025
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higher pressure losses on an average than steady jets. Total pres-
sure losses are caused due to nonisentropic momentum mixing,
which are enhanced by pulsation. A compound angled injection
suffers from lesser total pressure loss, even though it can be ar-
gued that the injection with its greater cross section to the
freestream would cause a larger blockage and hence greater losses
in the freestream. This is due to the fact that on mass averaging,
the lower losses caused in the jet body itself tend to compensate
the blockage total pressure loss. Due to the lesser effective veloc-
ity difference between jet and freestream, the losses at the jet exit
are lesser for a compound angled injection. Figure 11�b� shows
the change in the mass-weighted pressure loss coefficient for mea-
surement planes at X /D=3 and 6 at different phases within a
pulsation cycle for streamwise and compound angled holes. Since
the change in loss coefficient during a pulsation increases with
downstream distance for the streamwise case by almost 20% but
only by about 5% for the compound injection, it can be argued
that the dissipation of total pressure due to mixing is higher for a
streamwise injection.

3.3.2 Entropy Loss Coefficient. Entropy change has been ad-
vocated as the most physically relevant loss parameter by �25� for
turbomachinery analysis. However, in Ref. �25�, the explanations
and models about film cooling loss are focused only on the loss
undergone by the freestream and that, too, in a control volume
analysis, where the final quantities are calculated after the com-
plete mixing. The entropy loss coefficient primarily shows the
losses the freestream suffers due to �a� viscous dissipation, �b�
mixing of mass, momentum and energy, and �c� heat transfer. Due
to the modified definition of the reference quantities described by
Eqs. �1� and �2�, this loss coefficient would also indicate the losses
that the jet itself suffers within the hole and during ejection. It
should be noted that the results in this section are an attempt to
understand the near-hole loss-generating mechanisms with a
somewhat different definition of entropy loss than that espoused in
Ref. �25�. Owing to probe inaccessibility to far downstream posi-
tions, the fully mixed-out averaged losses could not be calculated,
but rather attention is focused on the evolution of loss with down-
stream mixing as well as its variation at near-hole positions during
a pulsation. These definitions seek to understand loss-generating
mechanisms during the mixing process in detail.

The mass-averaged entropy loss coefficient as described in Ref.
�25� and given by Eq. �5� is shown in Fig. 12. One notable feature
is the greater slope of the �=60 deg case with distance than of
the streamwise injection. This means that the entropy loss in-
creases much faster for the compound angled case spatially down-
stream than for the streamwise injection. The entropy change for a

compound angled injection at X /D=6 is almost double that at
X /D=3, whereas the same ratio for streamwise injection is only
about 10–20%. This is due to greater thermal mixing during com-
pound angled injection. However, the streamwise injection has a
higher loss to begin with, say, at X /D=3, which does not increase
as substantially because the thermal mixing is not as prominent as
the jet propagates downstream. The near-hole flow-field computa-
tions of Ref. �9� show that the geometry of the incoming jet sig-
nificantly affects the freestream-crossflow pressure field at the
exit. This is manifested as the streamwise jet suffers most of its
total temperature and pressure loss while being injected into the
freestream and the viscous dissipation thereof due to the higher
effective velocity difference between the jet and the freestream at
every elemental area, whereas the compound angled injection be-
ing injected much closer to the wall has areas of lower momentum
and therefore lower viscous dissipation due to velocity differences
between the jet and freestream.

Pulsating the flow shows a marked increase in the entropy loss
coefficient in both streamwise and compound angled cases. The
averaged plots also show that pulsating a streamwise jet increases
the entropy loss coefficient by almost 65% but only by around
10% of that for the compound angled case. Hence, it is insightful
to view the change in the mass-weighted entropy loss coefficient,
� for the pulsating flow in a time-resolved manner as shown in
Fig. 13.

A few observations are noteworthy in Fig. 13. First, the relative
variation in the entropy loss production over a cycle corresponds
to the jet size as demarcated by the entropy contours in Figs. 8 and
10. Because of this, the trough of the entropy loss variation cor-
responds to around t /T=0.64 at which point the jet is observed to
have the smallest size and shows the highest loss when the jet is at
its largest. Second, the variation of the entropy loss coefficient for
the streamwise case has a much larger range within a cycle than
that of the compound angled case. This is because as the effective
BR increases and decreases for the streamwise jet during a pulsa-
tion, it lifts away from the wall and comes closer to it, respec-
tively. However, the compound angled jet stays more or less at-
tached to the wall during the entire cycle but only moves laterally
within a pulsation, thereby not going through as big a change in
jet spatial extent as the streamwise case. This is manifest quite
starkly at the point t /T=0.64, where for the X /D=3 curve, the
trough of the entropy change for �=0 deg is even lower than that
for �=60 deg, whereas the crest at t /T=1.08 is a good two and a
half times larger.

3.3.3 Kinetic Energy Loss Coefficient. The kinetic energy loss

Fig. 12 Evolution of mass flow weighted average of the en-
tropy loss coefficient � with distance from the hole center with
and without pulsations

Fig. 13 Evolution of mass flow weighted average of the en-
tropy loss coefficient � at two distances and pulsation of fr
=0.025
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coefficient, as described in Eq. �6�, has often been used to describe
the performance of film cooling geometries by taking into account
losses in both jet and freestream.

Figure 14 shows the mass-averaged kinetic energy loss coeffi-
cient, 	, derived from the time-averaged temperatures and pres-
sures at different downstream points for all the conditions. This
loss coefficient indicates both the mixing loss and separation
losses in kinetic energy suffered by the jet and freestream in a
combined manner. The trends are similar to the entropy change
curve; i.e., overall the streamwise injection shows higher losses
than the compound angled ones, and pulsation increases the losses
of a steady jet. The relative increase in loss for the compound
angled case from X /D=3 to X /D=6 is higher, which could indi-
cate the greater mixing loss contribution due to compounding.
Pulsation would tend to reduce the averaged kinetic energy any-
ways as during part of the cycle the high BR jet becomes smaller
at all planes of measurement. As far as the average loss is con-
cerned, the kinetic energy loss coefficient shows similar informa-
tion to the entropy loss coefficient. However, this is only true
because the entropy loss coefficient takes into account the losses
in the jet itself and not only the freestream.

The time-resolved plots of the mass-averaged kinetic energy
loss coefficients are shown in Fig. 15. The trend in the variation
over a cycle is very similar to the total pressure loss coefficient

variation and somewhat different from the evolution of the en-
tropy loss coefficient. The lowest kinetic energy loss within a
cycle appears just after t /T=0.88 at which point the jet is at its
largest size from the time-resolved entropy contours. This trend is
quite different from that of the entropy loss coefficient plot in Fig.
13. It appears that the kinetic energy loss coefficient variation lags
the variation of the low temperature jet regions by about half a
cycle. The explanation has more to do with the definition of these
quantities than with the mechanisms.

Through the discussions in Ref. �28� with regard to the air-
cooled gas turbine using the basic framework of an injection into
a freestream, it is understood that the entropy creation is basically
divided into two terms. One is the entropy change due to the
kinetic energy change of the jet and freestream as their velocities
equilibrate. This is because of viscous dissipation as well as mo-
mentum mixing. The second contribution to entropy change is due
to the thermal mixing. Figure 13 shows the entire loss variation,
whereas Fig. 15 shows mainly the change in kinetic energy and
not the associated thermal losses due to thermal mixing. It is for
this reason that the entropy change variation within a cycle fol-
lows the jet growth and shrinkage closely, whereas the kinetic
energy loss variation within a cycle shows a definite offset. The
differences in the time scales with which a change in velocity
propagates compared with the convective transport of temperature
by the jet body are responsible for these offsets especially since
the pulsation frequency is very high. Based on this reasoning, Fig.
15 shows that although the absolute levels of kinetic energy loss
for streamwise injection are higher, the relative variation of the
coefficient within a cycle is not too different for the two geom-
etries. Compare this observation to the large difference in varia-
tion of the entropy change coefficient within a cycle. This large
variation is due to the inclusion of the thermal losses, which
would completely depend on the spatial extent of the low tem-
perature fluid within the region of interest. The advantage of using
a compound angled jet is therefore not only to give an increased
coolant coverage but also to reduce the aerothermal losses in a
high blowing ratio application. Although compound angled injec-
tion has greater thermal mixing losses, which increase with down-
stream distance, it cannot be ascertained whether at a point far
downstream the mixing losses would be high enough to be higher
than the losses in the streamwise injection.

4 Conclusion
Detailed measurements using a novel probe technique that al-

lows simultaneous measurements of temperature and pressure
have been performed. A novel probe access and traversing system
has been used for a flexible and rapid experimental campaign.
Streamwise and 60 deg lateral angled film cooling jets with a 30
deg inclination angle were studied, with and without engine rep-
resentative pulsation of a hole diameter based reduced frequency
of fr=0.025. A single operating point, viz., BR=2, DR=1.3, and
IR=3.04, was investigated in detail. Time resolved temperature
and entropy change data were recorded. The presence of a thermal
gradient between the freestream and the coolant led to significant
observations, mainly with respect to the evolution of loss due to
thermal mixing. Mass-weighted inlet total pressures and tempera-
tures were used as reference conditions to better capture the en-
tropy change within the incoming jet and the freestream simulta-
neously. The entropy change contours followed the trends of the
temperature contours. It was observed that the wake of a stream-
wise jet had areas of high entropy change, and the cores of the
counter-rotating vortex pair showed the regions of maximum en-
tropy change. As the jet mixes with downstream propagation, the
coolant spread increases and the areas of entropy generation
spread over a larger region in step with the temperature mixing.
The compound angled jet, in general, is closely attached to the
wall even at high BR. The areas of high entropy change are again
mostly confined within the coolant body. One important observa-
tion during pulsation is that a streamwise jet increases and de-

Fig. 14 Evolution of mass flow weighted average of the film
cooling loss coefficient � with distance from the hole center
with and without pulsations

Fig. 15 Evolution of mass flow weighted average of the film
cooling loss coefficient � at two distances and pulsation of fr
=0.025
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creases in size as it rises vertically above the wall, whereas a
compound angled jet has a distinct lateral movement. In light of
these observations, the important conclusions are as follows:

1. The compound angled jets have lower entropy losses than
the streamwise ones �between 40% and 75% lesser depend-
ing on the downstream distance from the hole�, which in-
crease faster with thermal mixing as the jet propagates
downstream. However a streamwise jet still leads to greater
entropy change primarily due to viscous dissipation and
separation losses at the hole exit.

2. The usage of a compound angled hole would seem to have
the benefit that kinetic energy losses suffered by the jet itself
are lower, even while having a greater coolant coverage over
a larger part of the metal. A possible drawback is that ther-
mal mixing losses keep increasing with downstream dis-
tance. However, whether at a far downstream position these
losses become greater than that for a streamwise injection
could not be ascertained due to limited data.

3. A pulsating jet shows a marked increase in aerothermal
losses due to greater thermal mixing and enhanced shear
losses due to the changing size of the jet. A streamwise
pulsating jet has around double the entropy loss than that of
a steady jet due to greater penetration and effective blowing
ratio variation near the hole.

4. A pulsating compound angled jet suffers only about one-half
times the loss of a steady jet at the same downstream posi-
tion as the jet does not penetrate very much into the
freestream but is forced to oscillate in a lateral direction
against smaller shear forces.

5. It has been shown that an entropy loss coefficient incorpo-
rates the loss due to momentum mixing, thermal mixing, and
separation losses near the hole exit.

6. The kinetic energy loss coefficient, on the other hand, will
reflect the loss due to separation and momentum mixing, but
the loss in thermal energy due to mixing will be
underpredicted.
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Nomenclature
X � axial �streamwise� coordinate
Y � lateral coordinate
Z � vertical coordinate

U ,V ,W � mean velocity components
� � density

M � Mach number
P � pressure
T � temperature
R � specific gas constant of dry air
CP � specific heat capacity at constant pressure

s � entropy
D � hole diameter

ReD � Reynolds number based on hole diameter,
U�D /�

S � pitch distance between two holes
L � length of the hole pipe
� � injection angle with respect to surface of the

flat plate
� � lateral angle of hole axis with freestream

BR � blowing ratio, �cUc /� fUf
DR � density ratio, �c /� f
IR � momentum flux ratio, BR2 /DR

f � frequency of pulsation, Hz

fr � reduced frequency, fD /U�

ṁ � mass flow rate
� � nondimensionalized temperature, �T−Th� / �Tc

−Th�
t /T � time nondimensionalized by the pulsation

period

Subscripts
c � coolant fluid
h � �hot� freestream fluid

ref � reference value
D � hole diameter based
t � total quantity
s � static quantity

� � averaged reference value
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Influence of Wake Structure on
Unsteady Flow in a Low Pressure
Turbine Blade Passage
The effect of wake structures on the evolution of the boundary layer over the suction side
of a high-lift low-pressure turbine blade is studied using large-eddy simulation (LES) for
a Reynolds number Re�7.8�104 (based on the axial chord and the inlet velocity). The
wake data of different characteristics (defined by the wake deficit and the small-scale
motion) are extracted from a precursor LES of flow past a cylinder. This replaces a
moving bar that generates wakes in front of a cascade. LES results illustrate that apart
from the wake kinematics, the large pressure oscillations and rollup of the separated
shear layer along the rear half of the suction surface depend on the length scale of the
convective wake. The transition of this rolled-up shear layer is influenced by the wake
turbulence and the small-scale motion. �DOI: 10.1115/1.3072490�

1 Introduction
Aerofoils of a modern low-pressure turbine �LPT� are subjected

to increasingly stronger pressure gradient as designers impose
higher loading in an effort to improve efficiency and lower cost by
reducing the number of blades in an engine. As the LPT is rela-
tively heavy consisting of a large number of stages, small im-
provements of its efficiency have a significant effect on the overall
efficiency of a jet engine and thus the fuel consumption. There-
fore, there are continued efforts toward the generation of “high-
lift” blade profiles. If the adverse pressure gradient on the suction
side of these aerofoils becomes strong enough, the boundary layer
will separate. Wakes from the upstream blade row interact with
this separated boundary layer and make it highly unsteady. Under
such an environment, the flow configuration depends on the re-
ceptivity to external disturbances and the internal growth mecha-
nisms of the shear layer �1�.

The unsteady wake produces an incident flow that has two dis-
tinctive features: a freestream velocity defect described by the
kinematics of the wake and its velocity fluctuations. Although the
kinematics of the wake is partly responsible for the character of
the boundary layer developing over the downstream blade, the
effect of wake turbulence and its convection through the blade
passage are important for boundary layer transition. A pioneer
work describing the kinematics of wake convection through a cas-
cade passage was done by Meyer �2�. It used the potential flow
solution to model the convective wake replacing each wake by a
perturbation jet �the so-called “negative jet”� on a uniform flow. A
considerable progress has been made over the past 3 decades in
understanding the behavior of a separated boundary layer under
the influence of unsteady wakes �3–10�. If the wake frequency is
reduced and the Reynolds number is high enough, one could pos-
sibly find a combination of bypass transition and separation-
induced transition.

The experiments by Stieger et al. �11� and the LES performed
by Sarkar and Voke �12� illustrated the appearance of coherent
vortices by the rollup of the shear layer via the Kelvin–Helmholtz
�KH� mechanism over the rear half of the suction surface of a
high-lift LPT blade. These vortices are identified as the source of
pressure fluctuations on the suction surface. Sarkar �13� further

indicated that the transition during the wake-induced path is gov-
erned by a mechanism that involves the formation and convection
of coherent vortices followed by the production of turbulent ki-
netic energy �TKE� inside the KH rolls. It was also shown by
Wissink et al. �14� that small-scale fluctuations carried by the
convective wake influence the transition to turbulence of the
highly diffusive boundary layer on the suction surface. Thus, the
unsteady flow on the suction surface is dependent on the turbu-
lence intensity and the length scale of passing wakes.

Most of the experimental studies on the unsteady wake-induced
transition were performed by sweeping a row of wake-generating
cylinders upstream of a cascade. No work has clearly specified the
characteristics of generated wakes. In reality, the flow pattern,
Strouhal number, and turbulent intensity of a wake generated by a
cylinder are different from those of a wake that actually sheds
from a turbine blade trailing edge. Unfortunately, in the experi-
ments it is extremely difficult to differentiate between the mean
effect of the wake as a negative jet and the effect of the small-
scale fluctuations carried by the wake. However, the wake simu-
lation may be manipulated to generate the data for various wake
patterns such as a two-dimensional �2D� laminarlike wake and a
3D �turbulent� unsteady wake, or the fluctuations may be re-
moved, imposing a passing wake containing no turbulence at all
but only a momentum deficit equal to the time mean of the turbu-
lent wake. These manipulations will allow us to elucidate in a
very direct manner the effects of the wake eddies and the mean
velocity deficit on the development of an unsteady boundary layer
on the suction surface of a LPT blade. In this paper, the wake data
from a 2D precursor simulation having no small-scale fluctuations
in the spanwise direction and the data from a realistic 3D simula-
tion are fed at the cascade inlet to examine the role of velocity
deficit and 3D small-scale eddies in a separation-induced transi-
tion over the suction surface of a high-lift LPT blade �T106 pro-
file� through LES.

2 Cascade Geometry and Computational Details
The cascade geometry considered here is that of the high-lift

LPT blade, the T106 profile studied experimentally in different
laboratories �11,15�. According to Ref. �11�, the blade aspect
�span-to-pitch� ratio was 1.89 with a chord of 198 mm, and thus
the flow at the midspan can be considered two dimensional. This
allows a three-dimensional simulation to be performed under the
assumption of a homogeneous flow in the spanwise direction. The
pitch-to-chord ratio was 0.799. The blade stagger angle �, the
inlet flow angle �1, and the exit flow angle �2 are 30.7 deg, 37.7
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deg, and �63.2 deg, respectively, as shown in Fig. 1. The moving
cylinders ahead of the cascade are also shown in Fig. 1. LES of
wake passing over the T106 profile in a cascade is performed at a
Reynolds number of 7.8�104 �based on the axial chord and the
inlet velocity� and a flow coefficient, �=VX1 /Ub, of 0.83. The bar
pitch matches with the cascade pitch that yields a reduced blade
passing frequency, fr= fC /V2is of 0.68, f being the frequency. This
allows the use of a single cascade channel to replace the large
number of blades in a cascade by a periodic condition on the
pitchwise boundaries and makes a direct numerical simulation
�DNS� or LES affordable.

The moving row of wake-generating bars is replaced by a pre-
cursor LES of the flow past a thin cylinder, D being 2% of the
blade chord for a Reynolds number of 1842 �based on the inlet
velocity and the diameter of the cylinder�. A grid of about 3
�106 points is used to resolve the flow around the bar. The wake
data are collected from a plane 5.25D downstream of the cylinder
and are interpolated at the inlet plane of cascade considering the
kinematics of flow by matching the velocity triangles. Thus, the
present LES uses coupled simulations of flow around a cylinder
for the generation of a wake, providing inflow conditions for suc-
cessor simulations of wake interactions with the blade.

The filtered, time-dependent, incompressible mass and momen-
tum equations in a fully covariant form are solved on a staggered
grid using a symmetry-preserving finite difference scheme of
second-order spatial and temporal accuracy. The details of math-
ematical formulations and numerical methods in general curvilin-
ear coordinates used in the present study have already been re-
ported �16,17�. The momentum advancement is explicit using the
second-order Adams–Bashforth scheme except for the pressure
term that is solved by a standard projection method. The pressure
equation is discrete Fourier transformed in one dimension �in
which periodicity of the flow and, hence, uniformity of the geom-
etry are imposed� and is solved iteratively using multigrid accel-
eration in the other two dimensions. The LES uses 384�192
�32, i.e., 2.4�106, points in the streamwise, cross-stream, and
spanwise directions with the near wall mesh resolution as 5
��x+�80, 5��z+�20, and 1��y+�3.5 for the cascade. The
other computational details and the subgrid model are the same as
those used in an earlier study �13� that describes the unsteady
pressure and the separation-induced transition on the suction sur-

face. The validation of the present LES against the experiment
�11,15� and the DNS �18� was also presented in Ref. �13�. This
indicated that the LES data could be qualitatively used to describe
the evolution of boundary layer perturbed by passing wakes on the
suction surface.

3 Results and Discussion
The objective of the present paper is to elucidate the response

of the internal growth mechanisms of an inflexional layer due to a
structural change in external disturbances. For the present instant,
2D and 3D unsteady simulations of flow past a cylinder �D being
the same� are carried out to generate wake data of different wake
patterns and thus of different eddy scales. The successor simula-
tions of wake interactions with the blade are always three dimen-
sional.

3.1 Characteristics of Wake Data. A realistic representation
of wake data is vital for the successor simulation of wake convec-
tion through a LPT cascade passage. The cylinder diameter being
very small compared with the pitch, it is wise to check the reso-
lution with the mesh used. Spectral analysis of the streamwise
component of velocities obtained from a 3D simulation of flow
past the tiny bar along the centerline at 5.5D downstream indi-
cates that the value of the Strouhal number �St= fD /V1� is 0.212.
This matches well with the Strouhal number of 0.2113 for the
Reynolds number of 1842 following the empirical relations pre-
scribed by Norberg �19�. The contours of time-averaged pressure
coefficients near the cylinder along with the time-averaged turbu-
lent stresses are presented in Fig. 2. The distributions of the pres-
sure coefficient, its minimum value, and also the base suction
pressure agree with the experiment �20� and the previous simula-
tion �21�. The Reynolds normal stresses and the shear stress are
found to be symmetric about 	=0. The streamwise Reynolds nor-

mal stress u�2 presents a double-peak feature with the occurrence
of a local minimum along the line of symmetry, whereas the
cross-flow Reynolds normal stress v�2 reaches a local maximum
along 	=0. It is worth pointing out that the turbulence statistics
obtained from the present LES are similar to those of earlier stud-
ies �21,22�.

Figure 3 compares the instantaneous contours of vorticity from
2D and 3D simulations. The 2D simulation illustrates large orga-
nized coherent structures �Kármán vortex shedding� resembling
the laminarlike flow, while the 3D simulation produces the wake
structures with small-scale eddies, elucidating a more realistic pic-
ture. The levels of vorticity and Reynolds stress are found to be
higher, and also vortices roll up closer to the cylinder in the 2D
simulation. This is attributed to the random spanwise fluctuations
that redistribute energy in the third direction, developing realistic
structures, which is absent in 2D. These differences in flow char-
acteristics of 2D and 3D simulations for a cylinder have also been
reported �21�. From the time history �not shown�, it was found
that the peak-to-valley pressure traces in the wake are about 60%
higher in the 2D simulation than in the corresponding 3D simula-
tion. The center of the low-pressure region in the wake for the 2D
simulation appears closer to the cylinder by about 0.5D as com-
pared with the 3D simulation. It is also noted that the pressure at
the center of the low-pressure region for the 2D simulation is

lower �C̄Pmin
=−1.87� than that for the 3D simulation �C̄Pmin

=
−1.50�. The time-averaged TKE contours near the cylinder for
both the simulations are presented in Fig. 4. The TKE reaches a
symmetric state along the line of symmetry �	=0� of the cylinder
with a local maximum. The 2D simulation produces a higher TKE
as compared with the 3D with the local maximum closer to the
cylinder. The 3D wake data that are kinematically transferred to
the cascade inlet have a maximum mean wake deficit of 0.25V1, a
wake half-width of 0.02Cx, and a level of turbulence intensity of
about 10% �based on the inlet velocity�. The 2D data have a wake
deficit of 0.475V1, a wake half-width of 0.02Cx, and a level of
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Periodic
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Periodic
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Fig. 1 Geometry of T106 low-pressure cascade and a sche-
matic of a row of wake-generating cylinders sweeping at a
speed Ub ahead of the cascade
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turbulence intensity of about 20% �with no fluctuations in the
spanwise direction�. The wake data from the 2D simulation have a
larger and organized vortex structure, and thus the velocity deficit
is about 90% higher, whereas the corresponding 3D simulation
produces smaller eddy structures that promote more mixing, re-
sulting in a weaker velocity deficit. 2DW refers to the simulation
where the 2D wake data are fed at the cascade inlet plane, and
3DW refers to the simulation where the 3D wake data are inter-
polated at the cascade inlet plane for the successor 3D simulation
of cascade with wake passing.

3.2 Kinematics of Wake Convection. The distortion of a
wake segment as it convects within the LPT blade passage is
illustrated in Fig. 5 by instantaneous isosurface of vorticity mag-
nitude �
� for the simulation 3DW. After being segmented at the
leading edge, the suction- and pressure-side wakes behave differ-
ently. Straining of wakes near the suction surface starts from the
stagnation point, but these are quickly broken down to random
small-scale structures �wake 2 in Fig. 5�a��. The pressure-side
wake suffers from severe stretching and thinning with the decay
of turbulence �wake 2 in Fig. 5�b��. A bow forms between the
pressure- and suction-side wake, owing to different convection
speeds. In the apex region �Figs. 5�b� and 5�c�� of the distorted

wake, enhancement of turbulence occurs with growing random
small-scale structures and loss of preferred orientation. Figure 6
shows the wake distortion inside the blade passage for the simu-
lation 2DW. A noticeable difference in the wake structure as it
convects within the blade passage is observed with 2D wake im-
posed at the inlet. Here also straining of wakes near the suction
surface starts from the stagnation point, but the wakes maintain
their 2D structures far downstream and break down to small-scale
structures near the trailing edge �wake 2 in Fig. 6�c��. As shown
earlier, the pressure-side wake suffers from severe stretching and
thinning; however it preserves solenoidal structures with limited
spanwise anisotropy even up to the trailing edge of the blade
�wake 2 in Fig. 6�c��. In the apex region �Figs. 6�b� and 6�c�� of
the distorted wake, enhancement of turbulence may not occur due
to the absence of spanwise fluctuations. In both cases, sharp turn-
ing of the turbine passage causes the pressure-side wake to de-
scend toward the wall over the downstream half of the pressure
surface, whereas the suction-side wake after warping around the
leading edge travels relatively above the surface. These highly
strained wake fluids and generated vortical structures of different
features interact periodically with the inflexional boundary layer
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Fig. 2 Contours of time-averaged „a… pressure coefficient „dashed lines indicate negative values…, „b… streamwise Reynolds
normal stress u�2, „c… cross-flow Reynolds normal stress v�2, and „d… Reynolds shear stress u�v�
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over the suction surface, an example of complex interactions be-
tween spatial and temporal scales of turbulent eddies with an un-
steady boundary layer.

Figures 7�a� and 7�b� �four points in each direction are skipped

to draw the figure� show the phase-averaged velocity perturbation
vectors �the difference between a phase-averaged and a time-
averaged quantity� illustrating the kinematics of wake segments
within the blade passage for the simulations 3DW and 2DW, re-
spectively. The effect of a negative jet is observed in Fig. 7. The
wake segment within the blade passage is identified as a pertur-
bation jet pointing toward the source of the wake. As the wake
fluid impinges on the surface, it splits into two streams, one point-
ing downstream, which accelerates the flow downstream of the

Fig. 3 Instantaneous vorticity depicting wake structure: „a… 3D
simulation and „b… 2D simulation „presented in different scales…
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Fig. 4 Contours of time-averaged TKE near the cylinder: „a… 3D simulation and „b… 2D simulation

Fig. 5 Instantaneous isosurface of vorticity ��� at four equal
time intervals through the wake passing cycle for the simula-
tion 3DW
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approaching wake, and the other pointing upstream, which retards
the flow after the wake has passed. The negative jet effect within
the blade passage also produces a pair of counter-rotating vortices;
the center of these are marked as A and B in Fig. 7. This can also
be explained as a local concentration of vorticity produced by
convection of the wake fluid. High wake deficit creates a stronger
jet effect in the simulation 2DW �apparent from the length of
velocity perturbation vector� as compared with the simulation
3DW. It, in turn, also produces a stronger rotating vortex within
the blade passage. This illustrates that the kinematics of a jet is
mainly governed by an inviscid phenomenon, and the effect of a
negative jet on the boundary layer over the suction surface may be
more pronounced for case 2DW.

Phase-averaged turbulent kinetic energies �TKE= 1
2 �ui�ui��� nor-

malized by the isentropic exit velocity at two representative time
instants during the wake passing cycle are presented in Fig. 8 for
the simulations 3DW and 2DW. These are compared with the
measured TKE �23� at nearly corresponding phases. The kinemat-
ics of wake convection described earlier is apparent from the el-
evated regions of TKE. As compared with the simulation 2DW,
the simulation 3DW resolves better the wake deformation and
turbulence augmentation in space and time. However in both
cases, there are discrepancies with the experiment. The high levels
of TKE, as seen in case 2DW �presented in a different scale�, are
due to the convection of high imposed inlet wake turbulence. For
the simulation 3DW, a gradual decay in the wake turbulence near
the pressure surface and also over the front part of the suction
surface is attributed to the stretching of the wake. The enhance-
ment of turbulence in the region of the bow-apex near the suction
surface can be correlated with growing irregularity and small-
scale structures, as seen in Fig. 5. This is due to the accumulation
of wake fluid in the region and the wake being in a state of

compression. If perturbation velocity vectors are superimposed, it
is revealed that high levels of TKE occur slightly below the cen-
ters of a counter-rotating vortex pair, an observation consistent
with the experiment. In the region of bow-apex near the suction
surface, the highest level of resolved turbulence intensity based on
the isentropic exit velocity is about 6.3% for the simulation 3DW
and 7.5% for the simulation 2DW, whereas the experimental value
of turbulence intensity is about 7%. These discrepancies may be
attributed to the differences in wake characteristics. Thus, the
wake turbulence intensity and length scale have a remarkable
effect.

Contours of the normalized phase-averaged production of TKE
�PTKE=−�ui�uj�����ui� /�xj�� at a particular phase �which is charac-
teristic of all the phases� are shown in Fig. 9 for the simulations
3DW and 2DW. The simulation 3DW predicts the trend and high
production regions in a good degree of confidence. It is seen in
Fig. 9 that the production throughout the wake passing cycle is
confined to the path of the wake, owing to the coexistence of
turbulent stress and shear in the wake fluid. The high production
in the bow-apex region near the suction surface, which corre-
sponds to the zone of high TKE, is resolved better by simulation
3DW when compared with the experiment �23�. This is attributed
to the combined effect of a local concentration of vorticity by
convection and a high level of turbulence. The simulation 2DW
produces an inappropriate distribution with discrete and concen-
trated high levels of production, particularly in the apex region.
This is due to a 2D solenoidal structure with very limited span-
wise variation in migrating wakes within the blade passage, as
seen in Fig. 6. Thus, the small-scale disturbances carried by the
wake are needed to seed the production of TKE as in case 3DW.
A very high level of TKE and production appears in the boundary

Fig. 6 Instantaneous isosurface of vorticity ��� at four equal
time intervals through the wake passing cycle for the simula-
tion 2DW

Fig. 7 Phase-averaged perturbation of velocity vectors at two
time intervals through the wake passing cycle: simulations „a…
3DW and „b… 2DW
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Fig. 8 Phase-averaged contours of nondimensional turbulent kinetic en-
ergy: „a… simulation 3DW, „b… experiment by Stieger and Hodson †23‡, and
„c… simulation 2DW
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layer over the rear part of the suction surface: the effects of wake
kinematics on the development of unsteady boundary layer. In the
following sections, the growth mechanism of the shear layer due
to receptivity to the external disturbances along the suction side of
a LPT will be described.

3.3 Unsteady Boundary Layer. The distributions of time-

averaged surface pressure coefficient �Cp= �P̄01− P̄� / �P̄01− P̄2��
with the wake passing over the LPT blade from the simulations
3DW and 2DW are compared with the experiment �11� in Fig. 10.
The agreement is good except near the leading edge of the suction
surface for both cases. This may be attributed to the uncertainties
of inflow angle due to the presence of wake-generating bars �15�.
Experimental data reveal the existence of a laminar separation
bubble over the rear part of the suction surface for flow without
passing wakes. The bubble starts at S /So=0.6 and extends to
S /So=0.8, where the separated layer undergoes a transition and
reattaches by S /So=0.9. The work of Schulte and Hodson �24�

further indicated that the mean flow suggests a suppression of the
flow separation due to the jet effect of passing wakes. The time-
mean pressure distributions obtained from the simulation 3DW
support the experiment �24�; however a trace of separation is felt
over the region 0.75�S /So�0.90. The suppression of the flow
separation as a result of wake passing is very evident from the
simulation 2DW that depicts a more close agreement with the
experiment over the rear half of the suction surface.

To investigate the nature of the boundary layer in this region,
the time-averaged velocity profiles with their derivatives at differ-
ent streamwise locations along the rear half of the suction surface
are shown in Fig. 11 for both the simulations. The simulation
3DW detects that the mean flow tends to be inflexional over the

Fig. 9 Phase-averaged contours of production: simulations
„a… 3DW and „b… 2DW
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Fig. 10 Time-averaged Cp distributions on the T106 blade:
present LES and experiment by Stieger et al. †11‡
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sents the simulation 3DW, and the dashed line represents the
simulation 2DW
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region 0.70�S /So�0.85, and then it becomes a fully developed
turbulentlike flow downstream. Although the nature of the mean
flow appears the same, the simulation 2DW predicts an attached
layer along the rear half of the suction surface. Thus, the mean
pressure distributions on the suction surface are in conformity
with the velocity profiles.

To illustrate the unsteady surface pressure, the phase-averaged
distributions of pressure coefficients ��Cp�= ��P01�− �P�� / ��P01�
− �P2��� over the rear half of the suction surface at a series of time
instants through the wake passing cycle are shown in Figs. 12�a�
and 12�b� for the simulations 3DW and 2DW. The time-averaged
values of Cp from the experiment �11� are also superimposed. A
remarkable change occurs in the distributions of �Cp� as the wake
convects over the steady-flow separation region on the suction
surface. A series of large-amplitude pressure oscillations are ob-
served on the suction surface for t /T�0.65. The peak-to-valley
amplitude of these pressure fluctuations is about ��Cp�=0.15 for
the simulation 3DW, whereas ��Cp�=0.29 for the simulation
2DW. The corresponding experimental value is 0.3. Thus, these
large-amplitude pressure fluctuations occurring on the suction sur-
face are dependent on the wake deficit and, so, on the length scale
of the passing wake. Furthermore, the process of phase averaging

eliminates random fluctuations, and thus, the pressure oscillations
reflected in the phase-averaged results are due to deterministic
coherent structures in the flow.

Contours of the phase-averaged spanwise vorticity illustrating
the difference in flow structures are presented in Figs. 13�a� and
13�b� for the simulations 3DW and 2DW as the wake passes over
the rear half of the suction surface. The negative jet effect of the
wake initiates a rollup of the separated boundary layer via the KH
mechanism, and a large vortex associated with instantaneous
backflow appears. Once a vortex appears, it convects downstream
at a speed lower than the local freestream that generates further
rollup vortices downstream, which is very evident in Fig. 13�b�
�the convection of a vortex is marked by 1, 2, and 3�. In the
simulation 2DW with high wake deficit, the rollup of the sepa-
rated shear layer starts earlier as compared with the simulation
3DW. This may cause a shift in phase for the corresponding
events in the boundary layer evolution on the suction surface be-
tween the two simulations. It also appears that the vortex rolls are
bigger in case 2DW, resulting in higher oscillation of pressure
distribution.

To illustrate further the effect of wake structure on the evolu-
tion of boundary layer, the streamwise periodic velocity fluctua-
tions �u�− ū along the rear half of the suction surface at a section
within the inner part of the boundary layer �	 /C=0.003� are pre-
sented in Fig. 14 for both the simulations. The appearance of dips
in the profile of �u�− ū can be related to the coherent vortices and
the magnitude of pressure oscillations �P	V2� on the suction sur-
face. The larger dips in the profile of �u�− ū for the simulation
2DW confirm the formation of bigger rollup vortices resulting in
higher pressure oscillations, as seen in Fig. 12. For the simulation
3DW, a dip in �u�− ū appears near S /So=0.8 at t /T=0.6, which is
the initiation of a rollup vortex. Whereas for the simulation 2DW,
two vortices appear at the same phase near S /So=0.72 and 0.8.
By the time t /T=0.8, three prominent vortices are created for the
simulation 2DW, while two vortices are formed for the simulation
3DW. As the wake moves past the rear half, three rollup vortices
are finally appreciable for the simulation 3DW. Thus, the discus-
sion linking Figs. 12–14 confirms that the KH instability of the
shear layer along the rear half of the suction surface is induced by
the low-frequency disturbances associated with the mean part of
the impinging wake. The formation and strength of these vortices
and thus the amplitude of pressure fluctuations can be related to
the strength of the negative jet illustrating an inviscid
phenomenon.

The growth of disturbances and development of three-
dimensional motions can be monitored by the evolution of veloc-
ity fluctuations. The streamwise, blade-normal, and spanwise
components of the time-averaged velocity fluctuations �rms� at
two sections of the boundary layer along the rear half of the suc-
tion surface are shown in Fig. 15 for both simulations. It should be
noted that the mean boundary layer thickness over the rear half of
the suction surface varies from 3% to 5% of the chord. Few rep-
resentative phase-averaged velocity fluctuations �streamwise� at
t /T=0.6, 0.8, and 0.933 as the wake convects over the inflexional
region are superimposed. Upstream of S /So=0.75, the rms values
of velocity fluctuations tend to have the same level of the
freestream, indicating the flow to be laminar for both cases. For
the simulation 3DW, the velocity fluctuations increase rapidly in
the second half of the steady-flow separation 0.80�S /So�0.90,
reaching a maximum at S /So=0.92, near the point of mean reat-
tachment, indicating that three-dimensional motion and nonlinear
interaction lead to breakdown to turbulence in the second half of
the separated boundary layer. The velocity fluctuations tend to
drop slowly downstream of S /So=0.92, reflecting the end of tran-
sition �3,9�. The trend is the same for the simulation 2DW, al-
though enhancement of streamwise velocity fluctuations is less
severe, which may be due to the 2D wake turbulence. Anisotropy
is high within the inner part of the shear layer with a very promi-

S/So

C
p

0.7 0.8 0.9 1

0.8

1

1.2

1.4

t/T
0.40
0.60
0.733
0.80
0.867
0.933
1.0
Time-averaged
Expt (Mean)

(a)

S/So

C
p

0.7 0.8 0.9 1

0.8

1

1.2

1.4

t/T
0.40
0.60
0.733
0.80
0.867
0.933
1.0
Time-averaged
Expt (Mean)

(b)

Fig. 12 Phase-averaged ŠCp‹ distributions on the rear half of
the suction surface: present LES and experiment by Stieger et
al. †11‡, simulations „a… 3DW and „b… 2DW
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Fig. 13 Phase-averaged spanwise vorticity on the rear half of the suction
surface: simulations „a… 3DW and „b… 2DW „the location of the wake center-
line is marked by a circle…
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nent streamwise component of velocity fluctuation; a similar trend
was reflected in a DNS �10�. What is interesting is that the stream-
wise evolutions of phase-averaged velocity fluctuations demon-
strate large oscillations as the wake migrates over the steady-flow
separated region. This is attributed to the appearance of the large-
scale rollup vortices via excitation of the shear layer. The simula-
tion 2DW produces larger oscillation, illustrating the formation of
bigger KH rolls resulting from combined effects of high wake
turbulence and velocity deficit.

The isosurface of the spanwise component of instantaneous
vorticity is plotted in Figs. 16�a� and 16�b� for the two simulations
to visualize the three-dimensional flow structures and the internal
growth mechanism of shear layer over the rear half of the suction
surface. When the wake is ahead of the separation region, a num-
ber of longitudinal streaky structures appear, as reported earlier
�13�. Downstream of S /So=0.9, they break down into small and
irregular structures. Very similar flow structures were observed
while studying the transition mechanism of a laminar separation
bubble through a DNS �25�. Thus, small perturbations are ampli-
fied due to the separated boundary layer, and then the nonlinear
interactions and the vortex stretching process create these streaks,
which are characteristics of transition. When the wake crosses
over the rear half of the suction surface �t /T�0.7�, Figs. 16�a�

and 16�b� illustrate the formation of 3D vortex loops via excita-
tion of the separated layer by the impinging wake. It is interesting
to note the spanwise distortion of a vortex loop during its stream-
wise movement. Once formed, they convect downstream and
grow owing to nonlinear interactions before breaking down to
small structures. These 3D vortex loops influence the transition
that becomes time dependent. It should be noted that in contrast to
the wake structure within the blade passage for the simulation
2DW, the 2D turbulence in the wake is able to seed the small-
scale fluctuations within the boundary layer in the spanwise direc-
tion on the rear half of the suction surface although the levels of
fluctuation, flow structures, and the locations of vortices are dif-
ferent in minute details for the two cases.

Figures 17�a� and 17�b� show the phase-averaged contours of
nondimensional TKE on the rear half of the suction surface as the
wake migrates over the steady-flow separated region for both
simulations. The levels of TKE illustrate that the boundary layer is
transitional in the region 0.75�S /So�0.90, and then it becomes
turbulent. Further at t /T=0.733, the phase-averaged vorticity �Fig.
13�a�� depicts the appearance of a rollup vortex via the KH insta-
bility of the shear layer �position marked by 1� for the simulation
3DW, whereas the simulation 2DW creates two KH rolls at the
same time �Fig. 13�b��. The corresponding contours of TKE �Fig.
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Fig. 15 Velocity fluctuations „rms and phase averaged… at two sections of boundary
layer along the rear half of the suction surface: simulations „a… 3DW and „b… 2DW
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17� do not show elevated values at the locations, illustrating that
rollup of shear layer initiates with the laminar/transitional bound-
ary layer. However, TKE contours for the simulation 2DW reflect
the formation of larger rolls. At t /T=0.80 and 0.933, the convec-
tion and growth of vortices are observed by the corresponding
TKE contours with local concentration �the locations marked 2
and 3�. As anticipated the simulation 2DW depicts larger oscilla-
tion in TKE, illustrating the formation of bigger KH rolls because
of high velocity deficit and inlet turbulence. Thus, the wake struc-
ture has a strong influence on the rollup vortices and generation of
turbulence along the suction surface of a high-lift LPT blade, the
effect of the interaction of the passing wake with the separated
boundary layer.

The phase-averaged contours of the production of TKE on the
rear half of the suction surface are depicted in Figs. 18�a� and
18�b� for both simulations. Similar to the evolutions of TKE, as
seen in Fig. 17, the production contours illustrate local concentra-
tion of high values in the corresponding location. The production
occurs when turbulence extracts work from the mean flow. This

occurs in regions of high turbulent stress and high spatial velocity
gradient, which are aligned in the same direction. Hence, high
production on the suction surface can be considered as the com-
bined effect of a local concentration of vorticity by the KH rolls
and a growing level of turbulence in the boundary layer. For
t /T�0.8, the simulation 2DW shows discrete nature of high local
production conforming to the locations of rollup vortices and il-
lustrates lack in uniformity over the last 20% of the rear half as
compared with the simulation 3DW. The enhanced production in
the case of the 2D wake is mainly because of local concentration
of vorticity associated with larger rollups. Although in the absence
of spanwise anisotropy, the 2D wake triggers turbulence in the
boundary layer, the nature of small-scale eddy motion has not
been resolved properly. The simulation 3DW produces an appro-
priate distribution of production, illustrating the appearance of
rollup vortices followed by the production of TKE inside the KH
rolls. It further reflects that the boundary layer is transitional over
the last 20% of the suction surface.

To illustrate further, the time-mean profiles of TKE and the
production at different locations over the rear half of the blade are
presented in Fig. 19 for both simulations. The peak of production
occurs in the central region of the boundary layer, i.e., away from
the wall. The high production in the central region of the bound-
ary layer is attributed to the locus of concentration of spatial ve-
locity gradient due to migrating rollup vortices. Downstream of
S /So=0.95, the time-averaged peak of production and TKE shifts
toward the wall and drops a bit, illustrating the end of transition.
Wu et al. �9� observed a similar trend while studying boundary
layer transition by periodic migrating wakes over a flat plate
through DNS. What is interesting is that even with lower wake
deficit and inlet turbulence level, the simulation 3DW produces
higher values �maximum level� of mean TKE by 17% and pro-
duction by 35% as compared with the simulation 2DW. Thus, the
small-scale eddies play a vital role in generating turbulence and
transition of boundary layer.

4 Conclusions
The response of an inflexional boundary layer over the suction

surface of a high-lift LPT blade subjected to the periodic passing
wake of different eddy structures is presented through LES. A
periodic wake has a mean effect, which can be described by the
low-frequency velocity deficit, and the effect of small-scale fluc-
tuations. Two different wake patterns—one with a wake deficit of
0.25V1 and a level of turbulence intensity of about 10%, and the
other with a wake deficit of 0.475V1 having no fluctuations in the
spanwise direction—are used at the cascade inlet plane for the
successor 3D simulation of cascade with wake passing. The kine-
matics of the wake illustrates that even after severe distortion and
stretching, it preserves the solenoidal structures when a 2D wake
is imposed at the cascade inlet. The resolved level of TKE and
production within the blade passage agrees relatively well with
the experiment when a wake with 3D fluctuations is used.

The KH instability of the separated shear layer, which evolves
the large-scale vortex loops over the rear half of the suction sur-
face, is triggered by the low-frequency mean effect of the convec-
tive wake. Thus, the magnitude of the pressure oscillations along
the rear half of the suction surface depends on the velocity deficit
of the migrating wake and has no relation to the small-scale fluc-
tuations. After instability, the transition to turbulence of the
boundary layer, which is the result of nonlinear interactions of
wake turbulence and the generation of production inside the KH
rolls, largely depends on the small-scale fluctuations carried by
the wake.

Nomenclature
C � chord

CX � axial chord
D � bar diameter

Fig. 16 Instantaneous isosurface of spanwise component of
vorticity illustrating the formation of 3D vortex loops on the
rear half of the suction surface: simulations „a… 3DW and „b…
2DW
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Fig. 17 Phase-averaged contours of nondimensional TKE on the rear half of the suction
surface during the interaction of wake and separated boundary layer: simulations „a…
3DW and „b… 2DW „the location of the wake centerline is marked by a circle…
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Fig. 18 Phase-averaged contours of nondimensional production on the rear half of the
suction surface during the interaction of wake and separated boundary layer: simula-
tions „a… 3DW and „b… 2DW

041016-12 / Vol. 131, OCTOBER 2009 Transactions of the ASME

Downloaded 28 May 2010 to 128.113.26.88. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



f � bar passing frequency
Re � Reynolds number=V1CX /

S � distance along the blade surface
So � suction surface length

t � time
T � bar passing period

u� ,v� ,w� � velocity fluctuations �rms�
Ub � bar speed or blade speed
V � velocity

Vx � axial velocity
x ,y ,z � Cartesian coordinates

�x+, �y+, and �z+ � mesh size in wall units
	 � wall-normal axis
 � kinematic viscosity

Subscripts
0 � total
1 � inlet
2 � exit
is � isentropic
� � freestream

References
�1� Hunt, J. C. R., and Durbin, P. A., 1999, “Perturbed Vortical Layers and Shear

Sheltering,” Fluid Dyn. Res., 24, pp. 375–404.
�2� Meyer, R. X., 1958, “The Effects of Wakes on the Transient Pressure and

Velocity Distributions in Turbomachines,” ASME J. Basic Eng., 80, pp.
1544–1552.

�3� Mayle, R. E., 1991, “The Role of Laminar Turbulent Transition in Gas Turbine
Engines,” ASME J. Turbomach., 113, pp. 509–537.

�4� Walker, G. J., 1993, “The Role of Laminar Turbulent Transition in Gas Tur-
bine Engines: A Discussion,” ASME J. Turbomach., 115, pp. 207–217.

�5� Halstead, D. E., Wisler, D. C., Okiishi, T. H., Walker, G. J., Hodson, H. P., and
Shin, H.-W., 1997, “Boundary Layer Development in Axial Compressors and
Turbines—Part 1: Composite Picture,” ASME J. Turbomach., 119, pp. 114–
127.

�6� Halstead, D. E., Wisler, D. C., Okiishi, T. H., Walker, G. J., Hodson, H. P., and
Shin, H.-W., 1997, “Boundary Layer Development in Axial Compressors and
Turbines—Part 2: Compressors,” ASME J. Turbomach., 119, pp. 426–444.

�7� Halstead, D. E., Wisler, D. C., Okiishi, T. H., Walker, G. J., Hodson, H. P., and
Shin, H.-W., 1997, “Boundary Layer Development in Axial Compressors and
Turbines—Part 3: LP Turbines,” ASME J. Turbomach., 119, pp. 225–237.

�8� Halstead, D. E., Wisler, D. C., Okiishi, T. H., Walker, G. J., Hodson, H. P. and
Shin, H.-W, 1997, “Boundary Layer Development in Axial Compressors and
Turbines—Part 4: Computations and Analyses,” ASME J. Turbomach., 119,
pp. 128–139.

�9� Wu, X., Jacobs, R. G., Hunt, J. R. C., and Durbin, P. A., 1999, “Simulation of
Boundary Layer Transition Induced by Periodically Passing Wakes,” J. Fluid
Mech., 398, pp. 109–153.

�10� Wu, X., and Durbin, P. A., 2001, “Evidence of Longitudinal Vortices Evolved
From Distorted Wakes in Turbine Passage,” J. Fluid Mech., 446, pp. 199–228.

�11� Stieger, R., Hollis, D., and Hodson, H., 2003, “Unsteady Surface Pressures
Due to Wake Induced Transition in Laminar Separation Bubble on a LP Tur-
bine Cascade,” ASME Paper No. GT2003-38303.

�12� Sarkar, S., and Voke, P. R., 2006, “Large-Eddy Simulation of Unsteady Sur-
face Pressure Over a LP Turbine Due to Interactions of Passing Wakes and
Inflexional Boundary Layer,” ASME J. Turbomach., 128, pp. 221–231.

�13� Sarkar, S., 2007, “The Effects of Passing Wakes on a Separating Boundary
Layer Along a Low-Pressure Turbine Blade Through Large-Eddy Simulation,”
Proc. Inst. Mech. Eng., Part A,” 221, pp. 551–564.

�14� Wissink, J. G., Rodi, W., and Hodson, H., 2006, “Influence of Disturbances
Carried by Periodically Incoming Wakes on the Separating Flow Around a
Turbine Blade,” Int. J. Heat Fluid Flow, 27, pp. 721–729.

�15� Stadtmüller, P., 2001, “Investigation of Wake-Induced Transition on the LP
Turbine Cascade T106 A-EIZ,” DFG-Verbundproject Fo 136/11, Version 1.0,
University of the Armed Forces Munich, Germany.

�16� Yang, Z., and Voke, P. R., 2000, “Large-Eddy Simulation of Separated
Leading-Edge Flow in General Coordinate,” Int. J. Numer. Methods Eng., 49,
pp. 681–696.

�17� Yang, Z. Y., and Voke, P. R., 2001, “Large-Eddy Simulation of Boundary
Layer Separation and Transition at a Change of Surface Curvature,” J. Fluid
Mech., 439, pp. 305–333.

�18� Wissink, J. G., 2003, “DNS of Separating, Low Reynolds Number Flow in a
Turbine Cascade With Incoming Wakes,” Int. J. Heat Fluid Flow, 24, pp.
626–635.

�19� Norberg, C., 2003, “Fluctuating Lift on a Circular Cylinder: Review and New
Measurements,” J. Fluids Struct., 17, pp. 57–96.

�20� Williamson, C. H. K., and Roshko, A., 1990, “Measurements of Base Pressure
in the Wake of a Cylinder at Low Reynolds Number,” Z. Flugwiss. Weltraum-
forsch., 14, pp. 38–46.

�21� Mittal, R., and Balachandar, S., 1995, “Effect of Three-Dimensionality on the
Lift and Drag of Nominally Two-Dimensional Cylinders,” Phys. Fluids, 7�8�,
pp. 1841–1865.

η/C

TKE

η/C

0 0.02 0.04 0.06
0

0.02

0.04

0.06

0.08
S/So

0.98
0.95
0.90
0.85
0.80

PTKE

0 0.02 0.04 0.06
0

0.5

1

1.5

2

2.5
S/So

0.98
0.95
0.90
0.85
0.80

(a)

η/C

TKE

η/C

0 0.02 0.04 0.06
0

0.02

0.04

0.06

0.08
S/So

0.98
0.95
0.90
0.85
0.80

PTKE

0 0.02 0.04 0.06
0

0.5

1

1.5

2

2.5
S/So

0.98
0.95
0.90
0.85
0.80

(b)
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surface: simulations „a… 3DW and „b… 2DW
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Heat Transfer in Leading Edge,
Triangular Shaped Cooling
Channels With Angled Ribs Under
High Rotation Numbers
The gas turbine blade/vane internal cooling is achieved by circulating compressed air
through the cooling channels inside the turbine blade. Cooling channel geometries vary
to fit the blade profile. This paper experimentally investigated the rotational effects on
heat transfer in an equilateral triangular channel �Dh�1.83 cm�. The triangular shaped
channel is applicable to the leading edge of the gas turbine blade. Angled 45 deg ribs are
placed on the leading and trailing surfaces of the test section to enhance heat transfer.
The rib pitch-to-rib height ratio �P /e� is 8 and the rib height-to-channel hydraulic
diameter ratio �e /Dh� is 0.087. Effect of the angled ribs under high rotation numbers and
buoyancy parameters is also presented. Results show that due to the radially outward
flow, heat transfer is enhanced with rotation on the trailing surface. By varying the
Reynolds numbers (10,000–40,000) and the rotational speeds (0–400 rpm), the rotation
number and buoyancy parameter reached in this study are 0–0.58 and 0–1.9, respec-
tively. The higher rotation number and buoyancy parameter correlate very well and can
be used to predict the rotational heat transfer in the equilateral triangular channel.
�DOI: 10.1115/1.3072493�

1 Introduction
Modern gas turbine blades operate at high temperatures to im-

prove efficiency. Figure 1 shows that the internal cooling passage
geometry varies along the blade span. Rib turbulators are typically
placed on the cooling passage leading and trailing surfaces to
enhance heat transfer. Many modern cooling techniques are dis-
cussed in Ref. �1�. The study of the gas turbine blade internal
cooling began with stationary rectangular cooling channels with
the ribs placed on the walls of the cooling passage. Rib turbulators
are widely used inside the blade cooling passages. Ribs trip the
boundary layer of the coolant flow and enhance heat transfer at
the cost increased pressure drop. The rib effects in the stationary
channel as well as in the rotating channels have been studied by
several research groups. Rib spacing, rib height, rib angle, and the
geometry of the ribs all affect the rib performance. Han �2� mea-
sured the heat transfer and friction factor in a square duct with
several rib configurations. Han �3� then extended the study to the
heat transfer and pressure drop in ribbed channels with five dif-
ferent aspect ratios �AR=4:1, 2:1, 1:1, 1:2, and 1:4�. The results
in the rectangular channel are comparable to the Dittus–Boelter
correlation for the turbulent flow in a smooth tube by using the
hydraulic diameter of the rectangular channel. Han and Zhang �4�
studied the effect of rib-angle orientation on local mass transfer
distribution in a three-pass rib-roughened square channel. They
concluded that the angled ribs generally provide higher mass
transfer coefficients than the transverse ribs. Moreover, the paral-
lel ribs give higher mass transfer than the crossed ribs. Taslim and
Lengkong �5� investigated the staggered 45 deg angled ribs in a
square channel. Three rib spacing-to-height ratios �5, 8.5, and 10�,
each with three height-to-passage hydraulic diameter ratios
�0.133, 0.167, and 0.25�, were tested. They found that for the 45

deg angled ribs in the staggered arrangements, the case for P /e
=10 and e /Dh=0.133 had the best thermal performance. Taslim
and Spring �6� used a liquid crystal technique to study the effects
of rib profile, spacing, and blockage on the heat transfer coeffi-
cients in two rectangular channels with AR=0.5 and 0.55. They
found that the sensitivity of the Nusselt number on P /e decreases
as e /Dh increases. Liu et al. �7� studied the rib spacing effects
�P /e=10, 7.5, 5, and 3� in a rotating rectangular �AR=1:2� chan-
nel. They found that the very close spacing of P /e=3 had the best
thermal performance.

The triangular cooling channel is normally applied near the
leading edge of the turbine blade to fit the blade profile. The
measurements are also in good agreement with the correlations
developed for the turbulent tube flow in the smooth tube. Metzger
and Vedula �8� experimentally measured the heat transfer in trian-
gular channels with angled ribs on two walls. They studied three
different rib angles and three different sets of rib orientations. For
all the test configurations, 60 deg angled ribs produce higher heat
transfer than the 30 deg angled ribs, and P /e=7.5 rib spacing
yield the best thermal performance. Ahn and Son �9� studied the
heat transfer and pressure drop in a roughened equilateral triangu-
lar channel with P /e=4, 8, and 16. They concluded that the
P /e=8 has the best thermal performance with the Reynolds num-
bers from 10,000 to 70,000. Haasenritter and Weigand �10� per-
formed a computational study of the heat transfer in a rib-
roughened triangular channel. The results show good agreement
with the experimental data from Ref. �8�. Lee et al. �11� measured
the heat transfer and pressure drop in a rotating equilateral trian-
gular channel with three different rib arrangements: 45 deg, 90
deg, and 135 deg. They showed that the thermal performance for
45 deg and 135 deg angled ribs is very similar and both higher
than the 90 deg ribs. Dutta et al. �12� studied the heat transfer in a
two-pass rotating triangular duct. They studied two channel orien-
tations to the direction of rotation. For the radially outward flow in
the first pass, the Nusselt number ratios increase with rotation on
the trailing wall and reduce on the leading wall. Zhang et al. �13�
tested the heat transfer in a triangular duct with full and partial
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ribbed walls. They found that the heat transfer coefficients and
friction factors in triangular ducts with partial ribbed walls �90
deg or 45 deg ribs� were 10% higher than those with fully ribbed
walls.

The entrance geometry also affects the heat transfer distribution
inside cooling channels. Kays and Crawford �14� summarized the
works that consider the heat transfer in tubes with various en-
trance conditions. The Nusselt number in tubes with fully devel-
oped turbulent flow is also included. The widely accepted Dittus/
Boelter–McAdams correlation for the fully developed turbulent
flow in circular tubes can also be applied to the flow through
channels with noncircular cross section. Wright et al. �15� studied
the effect of entrance geometry on the heat transfer enhancement
in a rotating rectangular channel �AR=4:1�. They showed that
with the simultaneous development of both the hydrodynamic and
thermal boundary layers, the Nusselt number ratios may not reach
the fully developed values predicted by the Dittus/Boelter–
McAdams correlation. The entrance geometry with redirected
sharp bend by Liu et al. �16� and the sudden contraction by Wright
et al. �17� both showed that the heat transfer enhancement is
higher than the fully developed flow condition.

In the actual turbine, the blade is rotating and the effect of
rotation in the cooling channels should be considered. The sec-
ondary flow induced by rotation has a great impact in the smooth
channel as well as in the ribbed channel. Wagner et al. �18� per-
formed heat transfer measurements inside a smooth square chan-
nel with radial outward flow in the first pass. The rotation number
ranged from 0.00 to 0.48 in their studies. Wagner et al. �19� con-
tinued to investigate the heat transfer inside the second and third
passages of the smooth square channel. The results from Refs.
�18,19� showed that both the rotation number and density ratio
caused large changes in heat transfer for radially outward flow but
relatively small changes for radially inward flow. Johnson et al.
�20� performed the heat transfer measurement in a rotating square
channel with ribs skewed to the flow and compared the results
from the smooth channel. They showed that the heat transfer with
skewed ribs is less sensitive to the buoyancy than the heat transfer
inside the smooth channel or normal ribbed channel. Fu et al. �21�
studied the buoyancy effects in five different aspect ratio channels
�AR=4:1, 2:1, 1:1, 1:2, and 1:4� with two channel orientations
�90 deg and 45 deg or 135 deg�. The rotation numbers varied from
0.0 to 0.3. They showed that increasing the local buoyancy pa-
rameter increases the Nusselt number ratio on the trailing surface
and decreases the Nusselt number ratio on the leading surface in
the first pass for all channels.

The effect of rotation needs to be tested under high rotation
numbers in order to simulate the actual engine condition. Zhou et
al. �22� investigated the heat transfer in a 4:1 channel under high
rotation numbers from 0 to 0.6. They concluded that there is a
critical rotation number where the trend of the heat transfer en-
hancement begins to reverse. Liou et al. �23� investigated the heat
transfer in a rectangular channel �AR=1:2� with 45 deg angled
ribs under high rotation numbers from 0 to 2. They found that the
45 deg staggered ribs generated overall heat transfer enhancement

of 1.6–4.3 times higher than the Dittus–Boelter correlation in the
Reynolds number range of 5000–15,000. Liu et al. �16� also stud-
ied the heat transfer in a two-pass rectangular �AR=1:4� channel
under high rotation numbers from 0 to 0.67. They found that the
buoyancy parameter is also good to quantify the effect of rotation.
Wright et al. �17� conducted the heat transfer measurements in a
wedge-shaped trailing edge channel under high rotation numbers
from 0 to 1.0. It shows that the nondimensional rotation number
and buoyancy parameter not only can be used in the rectangular
channel but also valid in this wedge-shaped channel.

Based on the data available in open literature, the objective of
the current study is to investigate the heat transfer distribution in
the equilateral triangular channel under stationary and rotating
conditions. Since the thermal load varies near the leading edge of
the turbine blade, each surface of the channel is divided into two
regions to provide individual heat transfer distribution during the
tests. The ribs are skewed 45 deg to the mainstream flow and this
configuration provides higher heat transfer enhancement near the
leading edge of the blade where the thermal load is high. Although
the effect of rotation has been studied by several groups, however,
most of the data available in open literature are low rotation num-
ber and low buoyancy parameter. The results on the high rotation
number and buoyancy parameter are still very limited. This study
also investigates the heat transfer in the rotating equilateral trian-
gular channel under high rotation numbers and high buoyancy
parameters. Correlation functions will be generated to predict the
heat transfer enhancement.

2 Experimental Setup

2.1 Rotating Facility. The study of the heat transfer inside
the triangular channel is performed in a rotating facility, as shown
in Fig. 2. The coolant air comes in from the bottom of the rig
through a rotary union into the hollow shaft. The air continues to
travel through the hub to a rubber hose and comes into the pres-
sure vessel containing the triangular test section. After the air
passes through the heated test section, the air goes through an-
other rubber hose to a copper tubing inside the slip ring. The
copper tubing is connected to the second rotary union at the top of

Fig. 1 Internal gas turbine blade cooling passage

Fig. 2 Rotating facility with the test section
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the slip ring. The coolant air then expels to the outside through an
aluminum pipe. A needle valve is attached to the pipe to adjust the
pressure of the flow loop. A motor is used to drive the shaft with
a frequency controller to control the rotational speeds from 0 rpm

to 400 rpm. A 100 channel slip ring is used as an interface to
transfer the data reading from the rotating test section to the data
acquisition system.

2.2 Equilateral Triangular Test Section. The equilateral tri-
angular test section used in the current study is shown in Fig. 3�a�.
The coolant air goes from a 1.27 cm diameter pipe to the inlet
part. Two mesh screens are placed on the inlet part to help spread
the flow. The thickness of the inlet part is 3.81 cm with the
Le /Dh=2.09. The inlet part has an equilateral triangular shaped
slot with the same dimension as the triangular test section and is
fully attached to the test section parts. The flow goes radially
outward into the test section and discharges into the cavity of the
pressure vessel then back to the flow loop.

The equilateral triangular test section consists of three parts:
leading, trailing, and the inner walls, as shown in Fig. 3�b�. These
three pieces are made of garolite and the thickness of the three
walls is 2.54 cm. Two rows of copper plates are instrumented in
each wall. The size of each copper plate is 1.35 cm wide�1.11
cm high and the thickness is 0.476 cm. The copper plates on the
leading and trailing surfaces are in staggered arrangement. The
gaps between the copper plates are filled with silicon. A blind hole
is drilled in each copper plate and the thermocouple is glued in
each hole by the epoxy. Electric resistant heaters are placed be-
neath the copper plates in each row. In other words, a total of six
heaters are used to heat up L1, L2, T1, T2, and two inner wall
regions, respectively. The insulating material of the test section
reduces the heat loss from the heaters to the supporting material.

In the current study, the ribs are only glued on the leading and
trailing surfaces by the super glue. The square ribs are made of
brass and the cross section is 1.59�1.59 mm2. The P /e ratio in
the current study is 8 and the e /Dh ratio is 0.087. The ribs are
skewed to the mainstream flow with a 45 deg angle of attack, as
shown in Fig. 4. Due to the staggered arrangement of the copper
plates, the ribs on the trailing surface and leading surface are also
staggered. In order to eliminate the conduction effects caused by
the continuous ribs across surfaces, insulation �super gel� is filled
between the gaps to make the ribs continuous across the entire
surface, as shown in Fig. 4.

The coolant air inside the pressure vessel is pressurized at six
times of the atmospheric pressure for both the stationary and ro-
tating cases. The Reynolds number varies from 10,000 to 40,000
and the rotational speeds vary from 0 rpm to 400 rpm. The chan-
nel orientation is 90 deg to the direction of rotation.

3 Data Reduction
This study experimentally measured the regionally averaged

heat transfer coefficient �h� within the rotating triangular channel,
as shown in Eq. �1�.

h =
Q̇in − Q̇loss

A�Tw,x − Tb,x�
�1�

Fig. 3 „a… Details of the triangular test section and „b… cross
section view of the test section

Fig. 4 Rib configurations of the current study
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The heat input supplying to the copper plates is determined by
the voltage and current from each etched foil heater. A total of six
heaters are used to maintain the uniform wall temperatures in the
circumferential direction. In order to determine the heat loss, the
insulation material is filled inside the test section and the heat is
supplied without coolant flow until a series of given temperatures
is reached. The heat supplied during this calibration is equal to the
heat loss from the system during the experiment. The heat loss test
is performed under each rotational speed. The regionally averaged
wall temperature is measured by the thermocouple beneath each
copper plate. Two thermocouples are placed at the inlet and outlet
of the test section to obtain the air temperature. The bulk tempera-
ture at each location is obtained by the linear interpolation of the
inlet and outlet air temperatures.

The nondimensional Nusselt number �Nu� can be obtained by
the measured heat transfer coefficient. The Nusselt number �Nuo�
from the turbulent flow in a smooth tube developed by Dittus/
Boelter–McAdams is used to evaluate the heat transfer enhance-
ment, as shown in Eq. �2�.

Nu

Nuo
= �hDh

k
�� 1

0.023 Re0.8 Pr0.4� �2�

All air properties are based on the bulk air temperature. An
uncertainty analysis was performed based on Kline and McClin-
tock �24�. The uncertainty for the temperature measurement is
0.3°C. The uncertainty of the local heat transfer coefficient is
affected by the local wall to coolant temperature difference and
the net heat flux from each copper plate. The uncertainty of the
Nusselt number ratio is approximately 4.9% at the highest Rey-
nolds number �Re=40,000�. At the lowest Reynolds number �Re
=10,000�, the maximum uncertainty is approximately 9.8%.

4 Results and Discussion
Through the results and discussion, only the data on the leading

and trailing surfaces are reported. The leading and trailing sur-
faces are divided into four regions in the spanwise direction, as
shown in Fig. 3�b�. The results in the stationary channel will be
discussed first to provide the baseline data before the effect of
rotation is considered in this study.

4.1 Heat Transfer in the Stationary Channel. Heat transfer
inside the stationary channel is influenced by the channel geom-
etry and the flow behavior. Figure 5 shows the secondary flow
structures in this triangular channel. The angled rib induced sec-
ondary flow goes from the rib leading region �L1 and T1� toward
the rib trailing �L2 and T2� region. The strength of this secondary
flow decreases along the rib orientation. The heat transfer is en-
hanced on the rib leading region �L1 and T1� because the rib
induced secondary flow is strong. As the secondary flow goes
toward the rib trailing region �L2 and T2�, it tends to turn around
the corner. In the current study, the coolant flow goes through an

unheated entrance �Le /Dh=2.09� and then into the heated triangu-
lar test section. The entrance length is very short and the flow is
not fully developed. In order to study the heat transfer enhance-
ment, the Nusselt number ratio �Nu /Nuo� is considered.

Figure 6 shows the Nusselt number ratio comparisons in the
stationary triangular channel with smooth walls and ribbed walls
at Re=20,000. Each data point of the current study is the average
of the two points on the leading or trailing surfaces. The data from
Metzger and Vedula �8� were also tested in an equilateral triangle
channel with 60 deg angled ribs and P /e=7.5. An identical
smooth channel with Le /Dh=10.39 was installed upstream of their
test section as a flow-developing section. However, the unheated
region in the current study is much shorter �Le /Dh=2.09�. The
coolant flow is in the developing condition and the boundary layer
is much thinner. Therefore, the Nusselt number ratios �Nu /Nuo� in
the current study are higher than the results from Metzger and
Vedula �8� but the trends of these two are very similar. As stated in
Ref. �8�, the angled rib induced secondary flow grows in strength
as the flow encounters several additional ribs in the streamwise
direction and the heat transfer is enhanced gradually. For the
ribbed cases, both results show that the Nusselt number ratio in-
creases along the streamwise direction. For the smooth cases, the
Nusselt number ratio of the current study shows gradual decreases
in the streamwise direction. While the data from Metzger and
Vedula �8� maintain the same level due to the fully developed flow
condition.

Fig. 5 Conceptual view of the secondary flow due to rotation and ribs

Fig. 6 Nusselt number ratio „Nu/Nuo… comparison in the sta-
tionary channel „Re=20,000…
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Figure 7 shows the Nusselt number ratios �Nu /Nuo� in the sta-
tionary channel with smooth walls and ribbed walls. Four differ-
ent Reynolds numbers from 10,000 to 40,000 are reported. The
results on the smooth walls will be discussed first. Due to the
symmetric geometry of the channel, the heat transfer enhancement
on these four regions is very close. The Nusselt number ratio
decreases along the streamwise direction due to the boundary
layer development. The Nusselt number ratio decreases from
about 3.0 to 2.2 when Reynolds number is 10,000. The Nusselt
number ratio decreases from 2.3 to 2.0 when Reynolds number is
40,000. It shows that the Dittus–Boelter–McAdams correlation
can still be applied to the smooth triangular channel with the
hydraulic diameter replacing the tube diameter.

When ribs are put on the channel surface, they trip the bound-
ary layer and the heat transfer is enhanced at the cost of the higher
pressure drop. When the leading and trailing surfaces are rough-
ened with ribs, the heat transfer enhancement is greater than the
smooth cases. The angled ribs are generally considered better than
the orthogonal ribs and they produce the secondary flow along the
rib orientations. The rib induced secondary flow goes along the
surface of L1 and T1 toward L2 and T2 regions. In L2 and T2
regions, the secondary flow starts to turn around due to the chan-
nel geometry. The secondary flow induced by the 45 deg angled
ribs tends to impinge on the region �L1 and T1�, as shown in Fig.
5. The heat transfer enhancement on the rib leading region �L1
and T1� is higher than the rib trailing region �L2 and T2�. For the
lowest Reynolds number of 10,000, the heat transfer enhancement
near the rib leading region �L1 and T1� is about 1.7 times higher
than the smooth cases near the entrance and 3.5 times higher than
the smooth cases near the exit of the channel. While on the rib
trailing region �L2 and T2�, the heat transfer enhancement from
the entrance to the exit is only about 1.3–2.0 times higher than the
smooth cases at Re=10,000. The entire ribbed leading and trailing
surfaces both have higher heat transfer enhancement than the
smooth cases. However, as the Reynolds number increases, the
heat transfer enhancement by the ribs decreases. The heat transfer

enhancement by the ribs decreases as the Reynolds number in-
creases from 10,000 to 40,000. This figure shows that the station-
ary heat transfer enhancement due to ribs is higher near the rib
leading region �L1 and T1� than the rib trailing region �L2 and
T2�.

4.2 Heat Transfer in the Rotating Channel. Before the de-
tailed discussion of the rotating results, it is necessary to describe
the effect of rotation inside cooling channels. The rotational be-
havior inside the traditional rectangular channel has been studied
by several groups. Two counter-rotating vortices are formed inside
the rotating channel. These two counter-rotating vortices vary de-
pending on the channel geometry and the direction of rotation.
This secondary flow pattern induced by rotation in this triangular
channel is shown in Fig. 5, which also involves the formation of
the two counter-rotating vortices. In the ribbed channel, the rotat-
ing vortex is allowed to develop more freely due to the larger
space near the rib trailing region �L2 and T2�. The rotating vortex
near the rib leading region �L1 and T1� is relatively small because
the space is small and restricts the development of the rotating
vortex. For the radially outward flow in the current study, the two
counter-rotating vortices enhance heat transfer on the trailing sur-
face, while decrease the heat transfer on the leading surface.

Figure 8 shows the Nusselt number ratio distributions with
smooth walls. The stationary results and rotating results are plot-
ted in the same figure to study the effect of rotation. Four Rey-
nolds number cases, each under stationary condition and the high-
est rotational speed �400 rpm�, are presented. The effect of
rotation enhances the heat transfer on the trailing surface �both T1
and T2�. On the leading surface, the Nusselt number ratio in the
L2 region is smaller than the stationary case. While in the L1
region, the Nusselt number ratio is very close to the stationary
case from Re=20,000 to Re=40,000. The heat transfer
enhancement/declination due to rotation decreases when Reynolds
number increases. The heat transfer enhancement due to rotation
is smallest at the highest Reynolds number of 40,000.

Fig. 7 Nusselt number ratios „Nus /Nuo… in the stationary channel
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When considering the effect of rotation with ribs, the rib in-
duced secondary flow is going to interact with the rotation in-
duced secondary flow, as shown in Fig. 5. When the ribs are put
on the leading and trailing surfaces, the Nusselt number ratio dis-
tributions in both the stationary and rotating channels are shown

in Fig. 9. In the ribbed channel, the heat transfer enhancement/
declination due to effect of rotation is smaller than the smooth
cases. Near the rib leading region �L1 and T1�, the rib induced
secondary flow dominates over the smaller rotation induced sec-
ondary flow and the effect of rotation does not have a significant

Fig. 8 Nusselt number ratios „Nu/Nuo… in a smooth channel

Fig. 9 Nusselt number ratios „Nu/Nuo… in a ribbed channel
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impact on heat transfer. The Nusselt number ratio for the rotating
cases is fairly close to the stationary cases at the beginning of the
channel and starts to diverge at the end of the channel. While on
the rib trailing region �L2 and T2�, the effect of rotation is more
obvious and enhances heat transfer on the trailing surface while
decreases heat transfer on the leading surface. In the L2 region,
the rib induced secondary flow opposes the rotation induced sec-
ondary flow and produces low heat transfer. The lowest heat trans-
fer enhancement occurs in the L2 region. Again, the effect of
rotation decreases as the Reynolds number increases. At Re
=40,000, the effect of rotation on heat transfer enhancement is
very small.

4.3 Rotation Number Effects. The rotation number is a rela-
tive measure of the Coriolis force to the bulk flow inertia force, as
shown in Eq. �3�.

Ro =
�Dh

V
�3�

This nondimensional parameter is widely used to quantify the
effect of rotation in industry and academia. In order to study the
heat transfer enhancement due to rotation, the Nusselt number
ratio �Nu /Nus� has been plotted with the rotation number, as

shown in Fig. 10. Results on three different regions �3, 6, and 9�
are chosen to study the effect of rotation along the streamwise
direction. The data for the smooth cases and ribbed cases are both
reported.

The discussion begins with the smooth cases. In region 3, the
flow develops due to the short entrance. The Nusselt number ra-
tios �Nu /Nus� increase with the rotation number on the trailing
surfaces. Both T1 and T2 regions have the similar heat transfer
enhancement. However, on the leading surface, the Nusselt num-
ber ratios �Nu /Nus� in the L1 region did not vary significantly
until a rotation number of 0.3, and then gradually increase. The
Nusselt number ratios in the L2 region decrease with the rotation
number until a rotation number of 0.44, and then start to increase.
The Nu /Nus declination in the L2 region is larger than the L1
region. It shows that the rotation induced secondary flow has a
greater impact in the L2 region and the heat transfer is low.

When the flow moves to region 6, the boundary layer grows
thicker on the smooth wall. The highest Nusselt number ratio
�Nu /Nus� on the trailing surfaces increases from 1.6 �in region 3�
to 2.0. The Nusselt number ratios �Nu /Nus� in the L2 region de-
crease with rotation number up to 0.3, and then gradually increase
with the rotation number. While in the L1 region, the Nusselt

Fig. 10 Effect of rotation number on three different regions
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number ratios �Nu /Nus� did not vary significantly until a rotation
number of 0.3, and then gradually increase. As the flow goes
further downstream to region 9, the trend and the level of Nusselt
number ratios are very similar to region 6.

As discussed before, the effect of rotation is reduced on the
ribbed surfaces. The Nusselt number ratios �Nu /Nus� with rota-
tion number on the ribbed surfaces are also presented in these
three regions. The deviation of Nusselt number ratios on the
ribbed surfaces is smaller than the smooth surfaces. In region 3,
the Nu /Nus of T2 region gradually increases with the rotation
number up about 1.2, which is much smaller than the smooth wall
case. In the L1 and T1, the heat transfer enhancement due to
rotation is very small, which indicates that the rib induced sec-
ondary flow behavior dominates. In the L2 region, the �Nu /Nus�
decreases with the rotation number to about 0.8 only. When the
flow moves further downstream to regions 6 and 9, the heat trans-
fer enhancement/declination is larger than region 3.

4.4 Buoyancy Parameter Effects. The buoyancy parameter
is also a widely used nondimensional parameter to quantify the

effect of rotation inside the gas turbine blade. The buoyancy pa-
rameter due to the centrifugal force and temperature difference is
important because of the high rotating speed and large tempera-
ture difference in the actual engines. The buoyancy parameter
considers all factors affecting the effect of rotation: the density
ratio �temperature difference�, the rotation number, and the rotat-
ing radius. It is shown in Eq. �4�.

Box = ���

�
�

x

�Ro�2 Rx

Dh
=

Tw,x − Tb,x

Tf ,x
�Ro�2 Rx

Dh
�4�

The local film temperature is defined as the average of the local
wall temperature and the local bulk temperature, as shown in Eq.
�5�.

Tf ,x = �Tw,x + Tb,x�/2 �5�

Figure 11 shows the Nusselt number ratios �Nu /Nus� with the
buoyancy parameter in regions 3, 6, and 9. Again, the results on
the smooth walls and the ribbed walls are reported. Similar trends
can be observed as in the rotation number plots. It also shows that

Fig. 11 Effect of buoyancy parameter on three different regions
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the Nusselt number ratio increases with the buoyancy parameter
on the trailing surface. For the L1 region in regions 3 and 6, the
Nusselt number ratio increases with the buoyancy parameter.
While in the L1 region of region 9, the Nusselt number ratio
decreases with the buoyancy parameter until a critical buoyancy
parameter of 0.3 and then increases. In the L2 region, the Nusselt
number ratio decreases with the buoyancy parameter and then
gradually increases. While for the ribbed cases, the heat transfer
enhancement/declination is smaller than the smooth cases. This
figure shows that the heat transfer enhancement due to rotation
can be quantified by the local buoyancy parameter on both the
smooth walls and the ribbed walls.

4.5 Average Heat Transfer. Figure 12 shows the average
Nusselt number ratios �Nu /Nus� with rotation number on the lead-
ing and trailing surfaces. Each data point is the average of nine
points in the streamwise direction of each region. Four Reynolds
numbers and five rotational speeds are presented in this figure for
both the smooth cases and the ribbed cases. The data from Lee
et al. �11� are also plotted as a comparison for the ribbed cases. It
shows that on the leading surface, the Nusselt number ratios
�Nu /Nus� are very similar; while on the trailing surface, the de-
viation of Nusselt number ratio �Nu /Nus� due to rotation is
smaller than the data from Lee et al. �11�. This indicates that the
effect of rotation is stronger for the flow in the fully developed
channel than in the flow-developing channel. The current study is
to extend the data available in the lower rotation number domain
to a higher one. For the ribbed case, it shows that in the L1 region,

the average Nusselt number ratios remain the same level. In the
L2 region, it decreases with the rotation number. On the trailing
surface, Nusselt number ratios increase with the rotation number
in the T2 region but remain the similar level in the T1 region. For
the smooth case, the heat transfer enhancement/declination occurs
at a lower rotation number than the ribbed case. On the leading
surface, Nusselt number ratios decrease with the rotation number
and then gradually increase with the rotation number. On the trail-
ing surface, Nusselt number ratios increase with the rotation num-
ber. Figure 13 proves that the average buoyancy parameters can
also be used to quantify the effect of rotation with the contribution
from different Reynolds numbers and rotational speeds.

The average Nusselt number ratios �Nu /Nus� on the leading
and trailing surfaces are plotted in Fig. 14. Each data point is now
the average of 18 points over the entire leading and trailing sur-
faces. The results are plotted with the rotation number and the
average buoyancy parameter. The heat transfer enhancement due
to rotation on the smooth walls is higher than the ribbed walls.
The heat transfer enhancement/declination for the smooth cases
occurs at a lower rotation number and buoyancy parameter than
the ribbed cases. The Nu /Nus on the smooth trailing surface in-
creases with rotation number to about 1.9. While on the smooth
leading surface, the Nu /Nus decreases to about 0.85 at a rotation
number of 0.2, and then gradually increases with the rotation
number. For the ribbed cases, the Nu /Nus values on the leading
and trailing surfaces are very close when the rotation number is
smaller than 0.3. After that, the Nusselt number ratios on the

Fig. 12 Streamwise averaged Nusselt number ratio „Nu/Nus… with rotation
number
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leading and trailing surfaces begin to diverge. Figure 14 also
shows the Nu /Nus with the average buoyancy parameters. The
trends are very similar to the plots with the rotation number. The
data can be correlated with a power function with the rotation
number as well as the buoyancy parameter, as shown in the figure.
The deviation of the correlation data to the experimental data is
within �6.8%. The constants for the correlation functions are also
shown in the figure. This figure shows that the nondimensional
rotation number and buoyancy parameter can be used to correlate
the data in the equilateral triangular channel even in the extended
range.

5 Conclusion
This paper studied the heat transfer distribution in a rotating

equilateral triangular channel under high rotation numbers. The
results on the leading and trailing surfaces of the channel have
been reported. Four Reynolds numbers from 10,000 to 40,000,
each with the rotational speeds from 0 rpm to 400 rpm, were
tested. The smooth wall cases as well as the ribbed cases were
investigated for comparison. This rib configuration is chosen in
order to provide better heat transfer near the leading edge of the
gas turbine blade. The tests are done under high rotation number
and high buoyancy parameters to simulate the actual engine con-
dition. Based on the results reported, the following conclusion can
be made.

1. In the stationary channel, the 45 deg angled ribs enhance
heat transfer. The Nu /Nuo is higher on the rib leading region
�L1 and T1� than the rib trailing region �L2 and T2�. This is
a good design near the blade leading edge region only. When
Reynolds number increases, the rib enhanced heat transfer
decreases.

2. In the rotation smooth channel, the heat transfer increases on
the trailing surface, while the heat transfer decreases on the
leading surface. The channel wide side region �L2� has the
largest heat transfer declination.

3. In the rotating ribbed channel, the rib induced secondary
flow interacts with the rotation induced secondary flow. The
rib induced secondary flow in the rib leading region �L1 and
T1� is much stronger, and the effect of rotation is small and
does not have a significant impact on heat transfer of the rib
leading region. While near the rib trailing region �L2 and
T2�, the wide space allows the rotation induced secondary
flow to develop freely and the effect of rotation is more
obvious. In general, the effect of rotation in the ribbed chan-
nel is smaller than the smooth channel.

4. The rotation number and buoyancy parameter are still good
parameters to quantify the effect of rotation in this equilat-
eral triangular channel with smooth walls and ribbed walls.
Both of these two nondimensional parameters are extended
to the range close to the actual engine application.

Fig. 13 Streamwise averaged Nusselt number ratio „Nu/Nus… comparison with buoy-
ancy parameter
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Nomenclature
A � area of the copper plate

AR � channel aspect ratio, W :H
Box � local buoyancy parameter
Dh � channel hydraulic diameter

e � rib height
H � channel height
h � regionally averaged heat transfer coefficient
k � thermal conductivity of the coolant
L � length of the rib-roughened portion of the test

section
Le � length of the unheated portion of the inlet part

Nu � regionally averaged Nusselt number
Nuo � Nusselt number of the fully developed turbu-

lent flow in nonrotating smooth tube
P � rib spacing

Pr � Prandtl number of the coolant
Qloss � heat loss through the wall

Qin � heat input at the wall
Rx � local radius of rotation
Re � Reynolds number, �VDh /�
Ro � rotation number, �Dh /V

Tw,x � local wall temperature
Tb,x � local coolant bulk temperature
Tf ,x � local film temperature �=�Tw,x+Tb,x� /2�

V � bulk velocity in the streamwise direction
W � channel width
� � rib angle of attack
	 � angle of channel orientation with respect to the

axis of rotation
� � viscosity of the coolant
� � density of the coolant

��� /��x � local coolant-to-wall density ratio �=�Tw,x
−Tb,x� /Tf ,x�

� � rotational speed
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The Effects of Manufacturing
Tolerances on Gas Turbine
Cooling
This study presents a summary of the effects of manufacturing methods and processing
steps upon the resulting thermal boundary conditions for typical highly cooled turbine
airfoils. Specific emphasis is placed on the conservatism that must be “designed into” the
component for survival due to realistic manufacturing tolerances. Using the features of a
typical blade design, the main geometric factors that can influence the blade heat transfer
capability through manufacturing variability are enumerated. The tolerances on those
geometric factors are provided, and the approximate quantitative impact on thermal
boundary conditions is summarized. A simple example of airfoil cooling for a represen-
tative wall section is used to tabulate the variations with the resulting changes in the most
affected thermal boundary conditions. Each of the main geometric factors is then evalu-
ated in terms of its possible effect on maximum metal temperature. Paretos of the effects
of manufacturing factors exhibit which factors are key and where tighter tolerances may
help. Monte Carlo analysis results show the probability distributions associated with
overall cooling changes tied to the tolerances. �DOI: 10.1115/1.3072494�

1 Introduction
The technology of cooling gas turbine components, most nota-

bly the high-pressure turbine �HPT� airfoils, has developed over
the years from simple smooth cooling passages to very complex
internal and external geometries. The fundamental aim of this
technology area is to obtain the highest overall cooling effective-
ness with the lowest possible penalty on the thermodynamic cycle
performance. In parallel with the cooling technology develop-
ments of the last 40 years there has necessarily occurred an equal
development and maturing of the manufacturing technologies en-
abling such complex cooled airfoils to be produced. These manu-
facturing technologies span the entire process of fabrication from
investment casting to the application of protective coatings.
Manufacturing processes include the machining of wax and core
molds and dies, the ceramic core formation, the casting of metal
parts, the removal of slag residue from the casting, external ma-
chining �e.g., milling or electrodischarge machining �EDM�� for
finished dimensions, internal machining �e.g., EDM or electro-
chemical machining �ECM�� of specific holes or channels, the
drilling of film holes �laser, EDM, or water jet�, the application of
internal and/or external protective coatings such as bondcoat and
ceramic thermal barrier coating �TBC� �physical vapor deposition,
air plasma spray, and chemical vapor deposition�, as well as vari-
ous joining operations �brazing and welding�.

An example of a typical aviation HPT cross section is shown in
Fig. 1. Also shown are photos of a highly cooled HPT vane and
blade manufactured using the investment casting process �the
blade is shown with thermal barrier coating�. All of the HPT and
combustor components shown here are the product of sophisti-
cated fabrication processes and are subject to manufacturing con-
straints and variations that affect the cooling of the parts. Figure 2
provides an overview of the design process, or design cycle, typi-
cal of highly cooled airfoils. Every aspect of this design process
from the initial engine cycle objectives to the life of the final
component is affected by the manufacturing methods by the fact

that process variability �statistical mean and standard deviation�
must be “designed into” the final component to assure survival
and guarantee lifetime economics. By direct association, many of
the same manufacturing variations will affect the repair processes
used to refurbish these components for extended life. A more de-
tailed view of the design process specific to the cooling design is
shown in Fig. 3. Here the principle design factors affecting heat
transfer and cooling of HPT airfoils are linked to the cooling
design analysis as required boundary conditions; also shown are
the major turbine design elements that are linked to the cooling
design and therefore directly impacted. The impact of the uncer-
tainty in these thermal boundary conditions upon the resulting
design and life of the cooled airfoils is depicted in Fig. 4 for a
HPT blade. This Pareto chart shows the notional percentage of
overall impact that these key boundary conditions might have on
the design �e.g., bulk temperature or life� considering each to have
a design uncertainty due to available experimental data, scaling
effects, predictive accuracy, or unknowns. Included in these over-
all uncertainties and impacts are the tolerances derived from or
due to the manufacturing processes.

The present study seeks to identify and quantify the effects of
manufacturing, as dictated by the tolerances allowed in the fin-
ished product, upon the resulting cooling design of a HPT airfoil.
Using the features of a typical blade design, the main geometric
factors that can influence the blade heat transfer capability
through variability are enumerated. The tolerances on those geo-
metric factors are provided, and the qualitative impact on thermal
boundary conditions is summarized. A simple example of airfoil
cooling for a representative wall section is used to tabulate the
variations with the resulting changes in the most affected thermal
boundary conditions. Each of the main geometric factors is then
evaluated in terms of its possible effect on maximum metal tem-
perature. Only the heat transfer and cooling aspects of the blade
design are considered in detail here, not the flow rate or internal
pressure losses. Since the heat transfer and flow are intimately
related though, many of the thermal results can easily be trans-
lated to effects on cooling flows.

This study will not go into operational factors, such as combus-
tor profile and pattern factors, or in-service changes, such as sur-
face erosion and debris deposition. Only the manufacturing toler-
ances for parts entering service will be treated. To maintain a clear
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focus, possible combined effects will also not be included, as
these would be too numerous to account for here, for example, the
placement of film holes relative to turbulators, the location of
impingement jets near film hole entries, and the radius of turbu-

lators in passages of differing aspect ratios. Such combined fac-
tors can have magnified effects, but these are generally only
highly localized.

Material property variations will not be explicitly addressed.
Generally, key properties for mechanical strength are considered
to have �3� variation in design. These variations are included in
the thermal design in as much as that design must account for
�3� conditions. Properties affecting airfoil heat transfer and cool-
ing include the thermal conductivity, thermal diffusivity, emissiv-
ity, and heat capacity. These thermal properties are usually con-
sidered constant at any particular pressure and temperature.
Exceptions are made for oxidation of metal and bondcoat and also
densification of TBC.

Finally, a note is worthwhile about what can or cannot be de-
tected under inspections. If something cannot be detected by in-
spection then the design must conservatively account for the pos-
sible effects. If it can be detected, then conservatism may be
reduced, but obtaining sufficiently detailed information on each
and every part is time consuming and costly. Unless every part
can be inspected, standard deviations must still be allowed for in
the batch population. In-process inspections of the first batches of
parts are used to check on more details than final inspections and
to adjust the process to achieve the desired parameter means and
standard deviations. Only after this adjustment is made are inspec-
tions of the parts reduced to an after-process level. Defects will
not be treated here.

Fig. 1 Typical aviation high-pressure turbine cross section
with vane and blade

Fig. 2 Design cycle for highly cooled turbine airfoils

Fig. 3 Detailed design process for cooled airfoils

Fig. 4 Example of thermal boundary condition uncertainty and
impact levels
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2 Manufacturing Factors and Effects
In the turbine airfoil design community and among the various

manufacturers there are a very large number of cooled airfoil de-
signs and an even larger number of individual cooling features.
This study will not attempt to examine all cooling features and
their variations, but will instead utilize a generic representative
cooled blade that incorporates many of the most commonly used

cooling technologies. Figure 5 depicts a typical turbine blade �or
bucket� having three distinct internal cooling circuits, similar to
the blade shown in Fig. 1. The airfoil forward region is cooled by
a radial passage that delivers impingement air to the leading edge
through crossover holes, while the lead edge discharges shower-
head film cooling. The airfoil midchord region is cooled by a
five-pass serpentine with turbulated channels and 180 deg turns.
The airfoil trailing edge region utilizes a radial passage with pin
bank that feeds a distribution of small axial flow channels ending
in pressure side bleed slots �see Fig. 1�. The blade tip section has
passage dust holes and dedicated coolant holes exiting into a
squealer tip. In addition, rows of film holes other than the show-
erhead may be located to draw from any or all of the passages to
refresh the film cooling.

Thirty-two separate manufacturing factors have been selected
as having definite effects upon the resulting cooling effectiveness
of the blade. These factors are by no means an exhaustive list, but
do represent readily identified elements of the finished product
that cooling designs must account for in analyses. Table 1 pro-
vides this list of factors, the nominal tolerances for each factor,
and an approximate evaluation of the influence of each factor on
the cooling design parameters. The influence or effect is given as
high �H�, medium �M�, or low �L� for simplicity and is a subjec-
tive measure that may differ among designers or have various
weighting for differing designs. This measure is provided only as
a general guideline here; it is not quantitatively used. The main
cooling design parameters noted include the external heat transfer
coefficient �EHTC�, internal heat transfer coefficient �IHTC�, and
adiabatic film effectiveness �Film�. Also noted are the discharge
coefficients, friction factors, and aerodynamic loading/losses as
flow parameters that influence the cooling design but are not di-

Fig. 5 Sample cooling design for a high-pressure turbine
blade

Table 1 Summary of manufacturing factors and their effect levels on cooling

Code Factor Tolerance

Effect of factors on cooling design parameter

Aero load
or loss

External
heat flux

Discharge
coefficient

Internal
HTC

Friction
factor

External
HTC

Film
effectiveness

A1 Aerodynamic profile/shape �0.05 mm L L L M M M M
A2 Airfoil incidence angle �2 deg L L L M M M M
A3 Surface roughness �initial� +1 �m L L L H M M H
B1 Bondcoat thickness �0.025 mm L L L L L L L
B2 TBC thickness �0.05 mm L L L L L M H
B3 Local wall thickness �0.125 mm L L L L L L L
C1 Film hole diameter �effective� �10% M L L M H M M
C2 Film hole L /D �6% M L L L M L M
C3 Film hole angle to surface tangent �5 deg M L L M H M M
C4 Film hole orientation to external flow �5 deg M L L M H M M
C5 Film hole orientation to internal flow �5 deg H L L L M M M
C6 Film hole P /D �10% L M L M H M H
C7 Film hole shaped exit spec �30% H L L H H H H
D1 Impingement hole diameter �10% L L L L L L L
D2 Impingement array X /D or Y /D �10% L H M L L L L
D3 Impingement Z /D �20% L H M L L L L
D4 Crossover hole diameter �10% H H L L L L L
E1 Cooling passage turn aspect ratios �10% L H H L L L L
E2 Passage H /W �or aspect ratio� �10% L M H L L L L
F1 Turbulator e /D �blockage� �20% M H H L L L L
F2 Turbulator radius r /e �50% L M H L L L L
F3 Turbulator P /e �20% L M H L L L L
F4 Turbulator angle �5 deg M H H L L L L
F5 Turbulator end wrap-around �50% L M M L L L L
F6 Turbulator lean �5 deg L M M L L L L
G1 Pin diameter �20% L L M L L L L
G2 Pin fillet r /H �20% L M H L L L L
G3 Pin array S /D �10% L H H L L L L
G4 Pin H /D �20% L M H L L L L
H1 TE channel blockage e /H �20% L M M L H M M
H2 TE exit slot or hole H /W �aspect ratio� �10% M M H M M M M
H3 TE lip thickness to slot height ratio t /H �25% H L L H H M H
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rectly specified in the thermal boundary conditions. The external
heat flux is also shown since this is related to the aerodynamics,
cooling flows, and the airfoil materials/construction, and affects
the cooling requirement.

The several groups of factors will be briefly described here
including the tolerance for each, the nominal design value for the
present example, and the known effect of the factor as it influ-
ences the main cooling parameters. Nominal design values in this
example are those for a stage 1 blade of a large heavy frame gas
turbine in the 150 MW class. For each factor, only the most-
influenced cooling parameter �EHTC, IHTC, or Film� will be dis-
cussed, as this will dominate the subsequent estimates of overall
cooling effectiveness. The tolerances provided for each factor
should also be viewed as approximate. In fact, the results of this
study can be used to provide a means for the assessment of the
tolerances and their adequacy.

2.1 External Aerodynamics. The airfoil aerodynamic profile
or shape �A1�, the incidence angle for the nominal operating con-
dition �A2�, and the surface roughness �A3� are the three manu-
facturing factors affecting primarily the EHTC. The airfoil surface
coordinates are generally specified with tight tolerances since the
aerodynamic performance can be very sensitive to small changes.
The aft region of the airfoil and most especially the throat diam-
eter are tightly controlled due to the potential for flow separations
and variable turbine flow rates. A tolerance of 0.05 mm for the
throat diameter is desired. While the aerodynamic effects of small
profile changes are continuously under study, there is no available
investigation of such changes on the external heat transfer. The
effect of airfoil shape will be taken as equal to that of incidence
angle.

The effect of incidence angle, however, has been studied with
respect to EHTC. Giel et al. �1� performed full-surface heat trans-
fer coefficient �HTC� measurements in a linear cascade for a rep-
resentative power turbine blade shape and varied the incidence
angle by the tolerance amount of �2 deg. Effects were noted in
the stagnation region, slight changes in the pressure side forward
diffusion region, and in an earlier boundary layer transition to
turbulent flow. Overall, a +2 deg change resulted in about 6%
higher airfoil heat transfer, while a �2 deg change did not appre-
ciably alter heat transfer. For a more aggressive �5 deg incidence
angle change, Arts et al. �2� showed similar but stronger effects,
albeit on a differing airfoil shape.

In the present context, airfoil surface roughness is the initial
manufactured roughness as the airfoil is first put into service.
Most high-pressure turbine blades now employ TBCs, which are
typically polished from a very rough condition �e.g., for air
plasma sprayed TBC� to a smoother condition. External surface
roughness is known to have potentially large effects on EHTC.
Operational evidence suggests that an airfoil with initially
smoother surface will not become as rough in service, or at least
will not roughen as quickly, due to deposits, erosion, or corrosion.
The study of Bunker �3� specifically measured heat transfer coef-
ficients on TBC coated surfaces for as-sprayed roughness and
various degrees of polishing. A typical specification for nominal
initial roughness is 2.5 �m �roughness average value�, while the
tolerance is about �1 �m. At these values, the rougher surface
led to a 2% increase in EHTC as interpolated from the data of
Bunker �3�, while the smoother surface provided no decrease.

2.2 Airfoil Wall Construction. The typical cooled blade wall
section is simply composed of an investment cast nickel or cobalt
alloy base metal �B3�, a metallic bond coat �B1�, and a layer of
TBC �B2�. The base metal structural design and thickness are an
integral part of the overall thermal-mechanical design. The base
metal thickness provided as a product of the casting will have a
tolerance of about �0.125 mm on a nominal value of 2 mm, with
limits set on the thermal stresses, low cycle fatigue life, and creep
rupture life. The bond coat is only about 0.2 mm thick with a
tolerance of �0.025 mm. The bond coat is only present to provide

strain matching and bonding augmentation for the TBC. Base
metal and bond coat have only minor effects on the heat transfer
via thermal conductivity. It is the TBC layer that has come to be
relied upon as a heat load mitigation technology. With a nominal
thickness of 0.5 mm and a tolerance of �0.05 mm, TBC thickness
variations can have a substantial effect on the external heat flux
and the resulting maximum base metal and bond coat tempera-
tures. This effect is contained in the TBC thermal conductivity,
taken here as 0.173 W /m K.

2.3 Film Cooling. Film cooling in all of its various formats
has become a mainstay of cooling technology today. To fully char-
acterize film cooling behavior one would need a multitude of pa-
rameters concerning the film injection, hot gas flow, geometry,
and interaction effects. Manufacturing constraints influence and
limit the geometry of the film holes and the part. These factors
include the effective film hole diameter �C1�, film hole length-to-
diameter ratio L /D �C2�, film hole axis angle to the external sur-
face tangent �C3�, film hole orientation to the external �C4� and
internal flow �C5�, film hole pitch-to-diameter ratio P /D �C6�, and
the specification of the hole exit shaping �C7�. All of these factors
primarily affect the adiabatic film cooling, or do so indirectly by
affecting the discharge coefficients.

The effective film hole diameter refers to the combination of a
measurable hole throat area and a discharge coefficient. This com-
bination varies with the manufacturing method used to drill film
holes. EDM uses a high electrical conductivity shaped tool to burn
away the desired material within an electrolyte bath by electrical
discharge. For a round hole the tool is shaped as a cylinder
slightly undersized from the final desired hole diameter. Burn
rates are somewhat slow to avoid damage of the part and to main-
tain good consistency of the resulting film hole. A shaped film
hole is made with a negatively shaped tool. A typical EDM film
hole has a very uniform internal surface finish with an average
roughness of about 2.5 �m. A round EDM film hole can usually
be counted on to have a discharge coefficient of about 0.8 for
plenum supply conditions. Abrasive water jet machining is a rela-
tively new process gaining popularity in small and microdrilling
operations. Water-jet drilling can be applied by continuous or
pulsed operation, percussion, or trepanning operation. Water jet
can be employed to produce virtually any of the film hole sizes
and shaped in use today. Under well controlled conditions, water
jet can produce very clean and tailored holes, including shaped
exits. Laser drilling is perhaps the most common technique em-
ployed due to its rapid processing, ready programming on multi-
axis machines, and low cost. Laser drilling can also be applied by
continuous or pulsed operation, percussion, or trepanning opera-
tion. Film holes are usually drilled by the percussion method. In
this method, a molten metal zone is formed as the laser energy is
deposited in the metal; the metal is carried off as a vapor and also
forms a plasma in the trapped region. As a result, laser drilling
results in a somewhat irregular internal hole diameter and finish.
For smaller holes this effect can be magnified to the extent that a
significant percentage of the flow area cannot be measured by a
simple pin gauge. A typical laser hole discharge coefficient is
larger than that of an EDM hole, closer to 0.9. Manufacturing
variations in the effective film hole area for any of these processes
act as an equivalent blockage on the ideal flow area, or in terms of
measurable geometry an equivalent shift in P /D. Film hole nomi-
nal diameters of 1 mm are allowed a tolerance of �10%. An
example of the effect of such blockages on film cooling perfor-
mance is shown in the study of Bunker �4� where adiabatic effec-
tiveness changed by 20%.

The component wall thickness also has an effect on the result-
ing film cooling performance. Film hole sizing is usually desired
to be as small as reasonably possible, such that better distribution
of the coolant is obtained across a region. Small sizing also helps
with issues of boundary layer disturbance. However, there are real
practical limits to hole sizes due to manufacturing and debris
plugging. For a given wall thickness, combined with limited mini-
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mum hole diameters, a certain range of hole length-to-diameter
ratios will result. As a rule, the minimum acceptable hole L /D
ratio is about 1.5 for the circular metering portion of the hole. This
minimum comes from the requirement that the film hole still acts
as a short tube, and not as a “port” hole with overlapping inlet and
exit �i.e., orifice�. The study of Lutum and Johnson �5� measured
film effectiveness downstream of a row of round axial holes with
35 deg angle and pitch spacing of about 3. From the data of
Lutum and Johnson �5� it is clear that film hole L /D ratios of 5 or
greater are desired to avoid decreased effectiveness magnitudes.
Tolerances of �6% may be allowed for a nominal L /D value of 5,
which according to Lutum and Johnson �5� will result in a 20%
decrease in film effectiveness for shorter holes. This is a substan-
tial change in film effectiveness, which may raise the question of
simply increasing the hole L /D to reduce this variation. Greater
L /D can be achieved by thicker walls, but this adds weight and
may increase thermal resistance and stress. Greater L /D could
also be achieved by a more shallow hole angle, but here again
limitations are present for manufacturing, such as the very real
bouncing of the laser off a surface at small angles.

Factors C3, C4, and C5 concern the various angles of the film
holes relative to the external surface tangent, external flow direc-
tion, and internal flow direction, respectively. The orientation
angles relative to the external and internal flows are those pre-
dicted for the design and so are referenced to engine axial and
radial directions or against some convenient data on the part.
Nominally, a typical angle to the surface tangent is 30 deg, and an
orientation to the expected external flow is 0 deg to minimize
aerodynamic losses �though not always�. Orientation to the inter-
nal flow is taken as an average of 45 deg because the internal
designs of cooled airfoils contain a wide variety of geometries and
resulting local flow characteristics surrounding the entry regions
of film holes. Film cooling hole entries may in all cases be inte-
grated with these complex internal geometries, creating a vast
diversity of possible entry flow conditions to the holes. For each
of these three angle factors a variation of �5 deg may be allowed.
The existing literature concerning the effect of surface angle on
film effectiveness contains only a few discrete values of angles,
i.e., 30 deg, 35 deg, 45 deg, and 60 deg, and furthermore the data
are scattered over many differing experiments and conditions,
making clear interpretation of the effect magnitude for only �5
deg very difficult. As a consequence, the typical experimental un-
certainty for such experiments, about �10% for average film ef-
fectiveness, will be used to represent the variation for this factor.
The literature surrounding the effect of orientation to the external
flow is even more spread out in angular values, i.e., 0 deg, 45 deg,
60 deg, and 90 deg. Since this factor is simply a deviation from
predicted design intent, a lesser variation of �5% will be used.
Likewise for the internal flow orientation, as the available data are
far less, a variation of �5% will be assumed from the design
intent.

The film hole pitch-to-diameter ratio P /D, or surface spacing,
is a straightforward factor that adjusts the average film effective-
ness according to the coverage of the film row. For example, if the
nominal P /D is 3 and the film holes are round, the coverage is
0.33 and the resulting average peak film effectiveness is also 0.33
�aside from other effects such as film blowoff�. If then the P /D is
allowed a variation of �10%, the local coverage and film effec-
tiveness could be as high as 0.36 or as low as 0.27. This general
rule of coverage effect is well established in literature.

Film hole exit shaping, such as fan-shaped diffusers, is now a
common practice for all film holes where this provides a cost-
effective performance benefit. The shaped footprint is provided a
specification, which may change according to the location on the
cooled airfoil, for example, to account for the effects surface cur-
vature may impose on the manufacturing method. Generally, the
actual execution of applying shaped film hole exits results in a
considerable variation, as much as 30% alteration of the diffuser
side angle from a nominal value of 15 deg. The effect on film

effectiveness is again contained in the surface coverage value of
the exit of the diffuser. Accounting for the angle changes, this
leads to changes of +16% /−13% to the average effectiveness.

2.4 Impingement Cooling. Impingement jet cooling of the
interior of cooled airfoils is commonly employed for its very high
heat transfer coefficients. Vanes typically utilize internal sheet
metal impingement baffles to deliver arrays of jets, while blades
make use of leading edge and trailing edge crossover impinge-
ment holes in the castings. By the intent of impingement cooling,
it is the IHTC that is most affected by manufacturing variations.
Whether in an array format or a single row of impinging jets, the
main factors influenced by manufacturing include the jet diameter
D �D1�, the jet center-to-center spacing X /D and Y /D �D2�, and
the target distance Z /D �D3�.

In an impingement array, the jet diameter variation impacts the
nondimensional target distance Z /D, which is known to have a
local and array-averaged effect on the resulting IHTC. For a nomi-
nal jet diameter of 0.75 mm, the variation allowed is about �10%.
Even if the jet diameters might be controlled more precisely, other
manufacturing aspects contribute to this variation, such as the
positioning of baffles within castings by offset pins on the baffle
or on the casting wall. The study of Bailey and Bunker �6� cov-
ered a substantial range of impingement array parameters from
x /D=y /D from 3 to 9, z /D from 1.25 to 5.5, and jet-averaged
Reynolds numbers of 14,000–65,000. Their results were very
much in agreement with established correlations such as that of
Florschuetz et al. �7�, but with broader range. The present effect
on IHTC is about �10% for typical Z /D ranges.

The factor of jet array spacing, X /D and Y /D, is also allowed a
variation of �10% on a nominal value of 6 for each. Using the
correlation developed in Ref. �6� this variation results in as much
as 20% change to the IHTC.

Jet target distance Z /D is treated separately from the jet diam-
eter since both may be affected due to the use of multiple parts in
the cooled airfoil. As noted above, factor and IHTC variation are
each �10%. The nominal target spacing Z /D is about 2.5.

Crossover impingement jet holes are either formed as part of
the castings or machined after casting if access is available.
Though a cast feature may appear to be less accurate than a hole
formed in a sheet metal plate, the tolerances allowed for crossover
holes are maintained fairly tight, about �10% on diameter again.
As these holes are the dedicated cooling for more sensitive re-
gions like the leading edge stagnation region, it is very important
that they not vary too much. As with the arrays of jets, the effect
on IHTC is about 10%, controlled by the Z /D. In some designs,
directionality of these holes can also be important, for example,
if the concave leading edge changes in shape along the radial
direction.

2.5 Internal Cooling Passages. The number of possible cool-
ing passage designs, shapes, orientations, and augmentations is
nearly limitless, but for the present purposes an average cooling
passage definition for a multipass serpentine cooled blade is con-
sidered. This average cooling passage is nominally square and
oriented with lead and trail surfaces transverse to the direction of
rotation. Manufacturing variations may affect the passage turn re-
gion aspect ratio at the tip and root sections �E1� and also the
main passage aspect ratio or height-to-width ratio �E2�. Such
changes come about primarily from the ceramic core fabrication
process and also from finishing steps involving the cleaning of
castings, and tip region machining and brazing. The nominal al-
lowed variation is at most �10% for each aspect ratio factor. The
nominal aspect ratio for the average passage considered is 1, and
the usual design value for turn aspect ratios is also 1. In neither
case are there any literature data that would provide the effect
upon IHTC for such small changes. There are considerable data
concerning passage aspect ratio effects for greater geometry dif-
ferences. The summary of Han et al. �8� suggests that only a very
minor change of 1% to the IHTC would result.
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2.6 Turbulated Channels. A major portion of the turbine
blade internal cooling is augmented through the use of various
definitions of turbulators, also known as repeating rib rougheners.
The main geometric parameters that are specified for cooling pas-
sages with turbulators include the turbulator height-to-channel hy-
draulic diameter ratio e /D �F1�, sometimes known as channel
blockage, the edge radius ratio r /e at the top of the turbulator
�F2�, the pitch-to-height ratio P /e of the repeating turbulators
�F3�, the turbulator angle relative to the bulk channel flow direc-
tion �F4�, the wrap-around extent of the ends of the turbulators on
the adjacent walls �F5�, and the turbulator lean from the desired
normal orientation �F6�. Factors that include the turbulator height
are affected by the wear of the core die and consequently result in
unavoidable variations through the life of the die. Each of the
factors noted may experience variation due to improper process-
ing in one or more steps of the investment casting process.

The first of these factors, the relative turbulator height or chan-
nel blockage, has a nominal value of 0.1 on a single turbulated
side of the channel. Since the majority of channels are turbulated
on two opposite walls, the total local channel area blockage can be
20% or more, but this is generally avoided by staggering the tur-
bulators on the opposed walls. The e /D value has a fairly wide
range depending on the desired heat transfer augmentation, but a
value of 0.1 is average. Considering that the actual dimension for
the turbulator height is about 1 mm, the tolerance allowed will be
about �20%. Among several studies, the investigation of Taslim
and Spring �9� determined that this modification to e /D results in
a �7% change to the IHTC.

The relative turbulator radius is a requirement of the casting
process in that no sharp corners can be obtained. There is, in fact,
a radius at both the base fillets of the turbulators and on the top
corners, but it is the top radius that has a greater impact on flow
resistance and heat transfer. This top radius is also the portion of
the geometry most affected by die wear. A generous allowance of
�50% is provided on a nominal r /e value of 0.25, keeping in
mind that most turbulators are defined to have equal width and
height. This allowance still avoids the turbulator top becoming a
fully rounded feature. The study of Taslim and Lengkong �10�
focused on the provision of turbulator radius and observed about
�2% effect on IHTC for this range of variation.

Turbulator pitch-to-height ratio is another variable that may be
specified to deliberately alter the average channel internal heat
transfer, but when this ratio becomes too large the surface varia-
tion in IHTC also increases. Several studies have shown that peak
IHTC results for P /e values in the range of 8–12, and so the usual
nominal value selected is 10 with a tolerance up to �20%. Based
on the works of Taslim and Lengkong �10� and also Han et al. �11�
this variation can lead to a �5% change to the average IHTC. For
this factor, a lesser P /e results in higher IHTC and the greater P /e
yields a lower IHTC.

Turbulator angle relative to the bulk flow direction, not ac-
counting for buoyancy or rotational complexities, is well known
to have a balanced performance of good heat transfer with mod-
erate friction coefficient when the angle is 45 deg. This angle will
only be allowed to vary slightly, about �5 deg. From the study of
Park et al. �12� the effect of this small variation on IHTC is only
about �2.5%.

The definition of the ends of the turbulators is sometimes prob-
lematic. It is desirable that the turbulators not terminate prior to
the end walls in order to avoid zones of dead flow in the corners.
It is also desirable to get the most out of the heat transfer aug-
mentation of turbulators, yet investment casting processes and ge-
ometries do not allow turbulators to be placed fully on the interior
channel walls �i.e., the cold ribs�. Some partial wrap-around
through the corners is desired, but there is no firm nominal value.
Tolerances of 50% can be allowed as long as the feature is still
present. The investigation of Taslim et al. �13� considered so-
called J-ribs in turbulated channels, which to some degree mimics

the wrap-around intent. They found no change to IHTC for more
feature, but a 12.5% reduction for a reduced extent feature.

Turbulators are nominally desired to project normal to the sur-
face, i.e., to have no lean at all. Depending on the required pull
planes of the casting, turbulator lean can result. No more than a
�5 deg lean is allowed. The study of Bunker and Osgood �14�
obtained heat transfer measurements for a range of positive and
negative turbulator lean values up to 45 deg. For a lean of only 5
deg no change in the IHTC is indicated.

2.7 Internal Pin Banks. The use of pin banks, or arrays of
pin fins, connecting the internal pressure and suction sides of an
airfoil is more selective and limited than turbulators. Pin banks are
normally only used in the trailing edge portions of airfoils to
provide enhanced internal heat transfer with mechanical integrity.
As a consequence of this thermal-mechanical role, there are defi-
nite geometry constraints placed on the pins in terms of size and
spacing. The strength of ceramic cores desires larger spacing and
the fill of molten metal desires larger pins, so there must be com-
promises. The main geometric quantities include the pin diameter
�G1�, the pin fillet radius-to-pin height ratio r /H �G2�, the pin
array center-to-center spacing ratio S /D �G3�, and the pin height-
to-diameter ratio H /D �G4�. Since the basic function of the pin
array can be obtained with fairly generous variations on any of
these factors, each is allowed a �20% tolerance with the excep-
tion of �10% for S /D.

The pin diameter for the present case has a nominal value of 2
mm. A variation in this diameter amounts to a change in the rela-
tive spacing S /D. Holding the spacing constant, if the diameter is
allowed to vary by 20% then the effect on S /D is about −20% /
+32%. Using the study of Metzger et al. �15� for row-resolved
heat transfer in pin bank arrays, the effect on average IHTC is
about +6% /−8%.

The pin fillet radius is another requirement of casting, just as in
the case of turbulators. A nominal value for r /H is 0.25 meaning
that fully half of the pin channel height �top+bottom� is involved
with the fillets, and only the middle half of each pin is actually a
cylinder of constant diameter. The investigation of Wang et al.
�16� showed that essentially equal heat transfer performance was
obtained with and without such fillets.

The pin array relative spacing S /D, now holding the diameter
constant, has a typical value of 2.5. As noted above, the allowed
tolerance on this factor is only �10%. This is due to the need to
maintain more precision on pin placement within the restricted
overall geometry of an airfoil trailing edge region. Using the same
data of Metzger et al. �15�, this variation leads to half of the effect
of the pin diameter or an effect of +3% /−4% on IHTC.

Pin height-to-diameter variations are primarily the result of
changes in the pin diameter since the trailing edge channel height
is controlled to a greater degree. The study of Brigham and Van-
Fossen �17� concerning this parameter shows that a 20% change
produces a 10% change in the average IHTC.

2.8 Airfoil Trailing Edge Cooling. Finally, the airfoil trailing
edge is provided some special attention as a region that proves
very difficult to maintain from both the cooling and mechanical
integrity viewpoints. The trailing edge is extremely limited in ge-
ometry and cooling options. For the very common configuration
of internal cooling channels feeding a series of pressure side bleed
slots, the three main manufacturing factors are the internal cooling
channel blockage e /H �H1�, the channel exit slot aspect ratio
H /W �H2�, and the bleed slot upper lip thickness-to-slot height
ratio t /H �H3�.

The internal cooling channels within the aftmost trailing edge
of an airfoil are necessarily the smallest in the entire airfoil and
also very likely to have the largest length-to-diameter ratio. These
facts make the channels a severe challenge for investment casting,
so much so that the channels are sometimes separately machined
after casting. To maintain the aerodynamically thin trailing edge
as well as the required minimum wall thickness, the channel
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height must be very small. As a consequence, any heat transfer
augmentation such as the use of turbulators results in very high
blockage ratios compared to other passages in the airfoil. It is not
uncommon to find e /H blockages of 25% or greater, while the
same limitations and �20% tolerance apply as in the case of
turbulated channels. The study of Bailey and Bunker �18� exam-
ined the heat transfer coefficients in a turbulated channel with
such very high blockages. For the indicated tolerances, the IHTC
would vary by about �4%. This factor impacts both the IHTC and
the subsequent slot film effectiveness, but here the IHTC is the
main concern.

The exit of the trailing edge channels must conform well to the
geometry of the thin radial base of the airfoil. To do this, the exits
are typically in the form of rectangular slot openings with nominal
H /W aspect ratio of 0.4, where the width is the radial dimension.
These slot openings need to be closely controlled due to the po-
sitional tolerances and wall thickness requirements in the re-
stricted geometry. A tolerance of �10% is allowed for this aspect
ratio. There is no available study of the effect of this aspect ratio
on the resulting slot film effectiveness, but in general as the aspect
ratio increases the film cooling acts less like a protective layer and
more like a film hole, leading to less cooling effectiveness. An
equivalent 10% reduction in film effectiveness is assumed for the
10% change in aspect ratio. However, if the aspect ratio decreases
from nominal, no added benefit is assumed since the slot is al-
ready provided good film cooling.

The pressure side relative lip thickness is known to have an
impact on the resulting slot film effectiveness. Some structural
wall thickness is required to avoid cracking and creep issues, yet
it is desired to have a very thin lip thickness compared to the slot
height to minimize aerodynamic losses and coolant mixing effects
with the hot gases. The nominal t /H value is 0.5. A tolerance of
�25% is allowed that accounts mostly for the change in lip thick-

ness due to core shifts. The study of Kacker and Whitelaw �19�
indicates that this variation in relative lip thickness yields a �6%
effect on the slot film effectiveness. In this case, a lesser relative
lip thickness results in greater film effectiveness.

3 Tolerances on Nominal Cooling Design Conditions
The foregoing discussion of 32 manufacturing factors and tol-

erances is summarized in Table 2 with the nominal values for each
factor, as well as the resulting range of parameter values due to
the allowed tolerances. As a reminder, the parameter values and
ranges noted do not include the effects of operational factors, such
as combustor profile and pattern factors, or in-service changes,
such as surface erosion and debris deposition. Only the manufac-
turing tolerances for parts entering service have been considered.

4 Simplified Cooled Airfoil Model
For the purpose of calculating the blade wall metal temperature

changes due to each of the manufacturing factor variations, a very
simplified model of a cooled airfoil is used. Figure 6 shows the
level of simplification from the entire blade to only a radial sec-
tion of the airfoil containing all of the cooling passages, then to a
flat plate representation with hot gas flow on one side and coolant
flow on the other �film holes not shown�. This simplified analysis
approach is explained in detail in the handbook solution of Bunker
�20�. Each side of the airfoil is considered as a flat plate with
leading edge starting point at X=0. The external heat transfer
coefficient distribution is calculated along the entire length of the
plate, including laminar and turbulent regions if applicable, using
standard correlations for boundary layer heat transfer in a zero
pressure gradient flow, namely, per Kays and Crawford �21�,

laminar Hgas�x� = 0.332�k/x� � Re0.5 Pr1/3

Table 2 Manufacturing factor tolerances and nominal values for a large industrial turbine blade

Code Factor Tolerance Nominal value Units Design tolerance Comment

A1 Aerodynamic profile/shape �0.05 mm na mm �0.05 mm Throat area; flow separation
A2 Airfoil incidence angle �2 deg na deg �2 deg Separation; transition
A3 Surface roughness �initial� +1 �m 2.5 �m 3.5 No penalty for smoother
B1 Bondcoat thickness �0.025 mm 0.2 mm 0.175–0.225
B2 TBC thickness �0.05 mm 0.5 mm 0.45– 0.55
B3 Local wall thickness �0.125 mm 2 mm 1.875–2.125 Thermal stresses
C1 Film hole diameter �effective� �10% 1 mm 0.9–1.1 Coating blockage
C2 Film hole L /D �6% 5 �� 4.7–5.3 Derived from other factors
C3 Film hole angle to surface tangent �5 deg 30 deg 25–35
C4 Film hole orientation to external flow �5 deg 0 deg �5–5 Nominal is axial orientation
C5 Film hole orientation to internal flow �5 deg 45 deg 40–50 Average orientation used
C6 Film hole P /D �10% 3 �� 2.7–3.3
C7 Film hole shaped exit spec �30% 15 deg 10.5–19.5 Fan-shaped hole
D1 Impingement hole diameter �10% 0.75 mm 0.675–0.825
D2 Impingement array X /D or Y /D �10% 6 �� 5.4–6.6
D3 Impingement Z /D �10% 2.5 �� 2.25–2.75
D4 Crossover hole diameter �10% 1 mm 0.9–1.1
E1 Cooling passage turn aspect ratios �10% 1 �� 0.9–1.1 Average of a multipass circuit
E2 Passage H /W �or aspect ratio� �10% 1 �� 0.9–1.1 Average of a multipass circuit
F1 Turbulator e /D �blockage� �20% 0.1 �� 0.08–0.12
F2 Turbulator radius r /e �50% 0.25 �� 0.125–0.375
F3 Turbulator P /e �20% 10 �� 8–12
F4 Turbulator angle �5 deg 45 deg 40–50
F5 Turbulator end wrap-around �50% Partial �� 0.5–1.0 No firm nominal value
F6 Turbulator lean �5 deg 0 deg �5–5
G1 Pin diameter �20% 2 mm 1.6–2.4
G2 Pin fillet r /H �20% 0.25 �� 0.2–0.3
G3 Pin array S /D �10% 2.5 �� 2.25–2.75
G4 Pin H /D �20% 3 �� 2.4–3.6 Derived from other factors
H1 TE channel blockage e /H �20% 0.25 �� 0.2–0.3 High blockage turbulators
H2 TE exit slot or hole H /W �aspect ratio� �10% 0.4 �� 0.36–0.44
H3 TE lip thickness to slot height ratio t /H �25% 0.5 �� 0.375–0.625
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turbulent Hgas�x� = 0.0287�k/x� � Re0.8 Pr0.6

The hot gas Mach number is taken as an average of 0.6 for the
entire airfoil, but the local boundary layer Reynolds number still
varies with distance and property changes over an appropriate
magnitude range. The internal cooling flow can be estimated ei-
ther as a turbulated channel heat transfer or as an impingement
array heat transfer. The germane result for the coolant side is that
the internal heat transfer coefficient is a realistic augmented mag-
nitude over that of smooth fully developed turbulent duct flow
heat transfer. In the present nominal calculation this augmentation
factor is 4, which is representative of impingement cooling or
rotational turbulated channel flow. At each location of the blade
wall along the surface the one-dimensional model of Fig. 7 is
employed to calculate material temperatures. This one-
dimensional analysis captures the primary effect of each consid-
ered parameter without masking due to design-specific geometry.
An iterative solution provides the metal temperatures along the
entire blade length accounting for internal and external fluid prop-
erty changes. Thermal radiation is not included in this model.
Table 3 shows the input conditions for gas and coolant as well as
the wall and coating thicknesses. The surface average nominal
conditions of the airfoil include an aerodynamically smooth sur-
face �as manufactured� and an adiabatic film effectiveness of 0.4.
The nominal factor values result in a blade row total cooling flow
rate of 5.2% of the compressor discharge flow for an appropriately
sized blade. Table 3 also provides the surface averaged values of
heat flux, IHTC, and EHTC under nominal conditions.

5 Results and Discussion
When used with completely nominal values, the simplified yet

representative blade cooling estimation described above leads to
an average IHTC of 2600 W /m2 K and an average EHTC of
5850 W /m2 K. The average film effectiveness is assumed to be
0.4 everywhere except in the trailing edge pressure side bleed
slots where a value of 0.8 is used due to the very short and tan-

gential nature of the flow. In calculating the effect of factors H2
and H3 on metal temperature, the internal cooling was removed
since it does not exist on the exposed trailing edge. Table 4 sum-
marizes all of the manufacturing factors again, the main boundary
condition impacted, the previously described ranges of variations
on the factors normalized to the nominal values, and the resulting
ranges for the heat transfer boundary conditions. Wall thickness
and bond coat thickness variations are not considered at this point
as the resulting changes in thermal boundary conditions are neg-
ligible. TBC thickness is included due to its significant influence
on heat flux �HF�. The TBC factor shown is the thermal conduc-
tivity, the nominal cooling value is the temperature drop across
the TBC, and the cooling range is the resulting metal temperature
range.

The last column of Table 4 is the change in maximum metal
temperature from nominal, as estimated by the model, due to the
individual effect of each of the manufacturing factors. These metal
temperature changes are compared in the Pareto chart of Fig. 8.
Factors resulting in zero change are not included in the Pareto.
Looking at the overall groups of factors, the external aerodynamic
factors have little impact on blade temperature due to the very
tightly controlled tolerances required. TBC thickness is a well
recognized factor affecting blade temperature; thus even fractions
of a millimeter in variation can have substantial impact. The ap-
plication of TBC should therefore always err on the “more is
better” side, but the overall design must stay within experience
limits for TBC strain and durability.

Film cooling factors are all shown to be significant, which is
understandable by the high degree of heat flux reduction provided
for the entire airfoil by this technology. Two factors especially, the
film hole diameter and the L /D ratio, stand out as the maximum
factors for the entire Pareto with up to 40°C metal change. This
seems a magnitude of change that would be difficult to overcome
without far tighter tolerances being enforced. In reality though,
quality specifications will not allow more than a fraction of the
film holes to be out-of-spec. Flow checks for the airfoils and the
flow circuits will catch cases where the flow is too low �or too
high�, indicative of too many holes being undersized or plugged.
The high magnitude of these effects, and all of the film cooling
factors, is also due to the global or full-surface nature of film
cooling. Maximum effects, for example, three to five adjacent film
holes flowing low, will be felt mostly in that local region. This is,
however, still a significant impact, hence the attention on quality
inspections for all film cooled airfoils. Film hole angles and ori-
entations are also potentially significant factors, but there are less
definitive data to support tighter tolerances on these. The general
rule is to use shallow angles wherever possible. External flow
orientation can be a tricky business without engine testing confir-
mation. Internal flow orientation relies on achievable manufactur-
ing �e.g., no damage to the airfoil interior due to drilling� and
normally distributed effects of internal flows �statistically�. The

Fig. 6 Simplified model for estimation of blade cooling effects

Fig. 7 One-dimensional heat transfer model applied to each
blade surface location

Table 3 Blade analysis input conditions

Inlet gas P total 20.4 bars �300 psi �absolute��
Inlet gas T total 1510°C �2750°F�
Coolant P 21.8 bars �320 psi �absolute��
Coolant T 483°C �900°F�
Average gas Mach 0.6
Average film effectiveness 0.4
Wall thickness 2 mm �0.080 in.�
Bond coat thickness 0.2 mm �0.008 in.�
TBC thickness 0.5 mm �0.020 in.�
Surface average roughness 2.5 �m �100 �in.�
Internal cooling Re 30,000
Blade row cooling Wc �%� 5.2
Wall heat flux 648.4 kW /m2

Internal average HTC 2600 W /m2 K
External average HTC 5850 W /m2 K
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film hole P /D and exit shaping specification factors impact the
film surface coverage and so have significant effect on metal tem-
perature. Controlling P /D is easier than the exit shaping, but
manufacturing processes that remove the element of operator
variation or error can minimize these factors.

Impingement cooling factors show the next strongest effects on
blade temperature as a whole after film cooling. Impingement hole
size, spacing, and distance all have large possible impact. As with
film cooling, the quality checks should assure that only localized
increases �or decreases� in metal temperature occur, not airfoil-
wide changes. Since impingement cooling factors are constrained
to the blade internal geometry, not involving any external flow
interactions, it should in practice be easier to assure �bias� varia-
tions that favor decreased metal temperatures compared to the
nominal target value.

Cooling passage aspect ratio has little impact on blade tempera-
ture, but the factors associated with cooling augmentation, turbu-
lation, and pin banks do have moderate effects. Overall, turbulated
channels have remarkable robustness with respect to manufactur-
ing. The e /D blockage factor is immediately recognized as a key
factor. The turbulator end wrap-around factor is frankly not well
known and in the present estimation somewhat speculative. The
fact that channels having two walls turbulated versus all four
walls turbulated leads to large differences in IHTC on the primary
surface is telling though. The strong effect of turbulator end ge-
ometry shown here is at a minimum a signal that more under-
standing is of this factor would be beneficial. Pin array factors are
seen to have more impact on blade temperatures than turbulators.
This can be attributed to the regions where pin banks are generally
employed, these regions having much more constrained geometry
and hence higher variations due to achievable tolerances.

Trailing edge cooling passage blockage is seen to be a similar
effect to that of turbulated channel blockage. The other two trail-
ing edge factors, exit slot aspect ratio and lip thickness, are mod-
erate to sizable effects on blade temperature, albeit very localized
to the trailing edge. These two factors are more closely associated
with film effectiveness behavior. The fact that airfoil trailing
edges are typically troublesome to maintain to desired metal tem-
peratures, despite the high amount of coolant flow used for this
purpose, attests to the sensitivity of these factors.

The Pareto of Fig. 8 is single sided, that is, it shows only the
maximum metal temperature changes due to one side of the varia-
tions in the manufacturing factors. There is a nearly equal oppo-
site side where metal temperatures are reduced. In a completely
random normal distribution of all factors, most of these variations
would balance out to a great degree. The simplified blade model
used for analysis here does not have the detail to model all 32
factors independently at the same time. Instead, the average film
effectiveness and average internal heat transfer coefficient have
been given normal distributions ��3�� covering the range of 0.9–
1.1 of their nominal values. A CRYSTAL BALL® Monte Carlo simu-
lation was run with 20,000 trials to determine the distribution of
resulting maximum metal temperature change. Figure 9 shows
that the resulting distribution for change in metal temperature cov-
ers the range of roughly �20°C. On the high side, an increase of
+20°C could in severe cases decrease blade life by nearly 33%.
This is the magnitude of potential variation that must be accom-
modated in the cooling design due to manufacturing tolerances.

Having noted the importance of quality inspections, and in par-
ticular that of flow checks for cooled airfoils, the same simulation
was run, but this time providing a 0.9–1.1 range on coolant flow

Table 4 Primary thermal boundary condition ranges and resulting metal temperature changes

Code Factor Main effect Factor relationship Nominal cooling value Cooling value range
Max metal T deltas

�°C�

A1 Aerodynamic profile/shape EHTC 0.94/1.06 5850 W /m2 K 5500–6200 1.9
A2 Airfoil incidence angle EHTC 1.06/1.0 5850 W /m2 K 5850–6200 1.9
A3 Surface roughness �initial� EHTC 1.02 5850 W /m2 K 5967 0.6
B1 Bondcoat thickness None None �� �� ��

B2 TBC thickness HF 0.173 W /m K 397 K/mm 849–874°C 12.8
B3 Local wall thickness None None �� �� ��

C1 Film hole diameter �effective� Film 0.8/1.2 0.4 0.32–0.48 39.4
C2 Film hole L /D Film 0.8/1.0 0.4 0.32–0.4 39.4
C3 Film hole angle to surface tangent Film 1.1/0.9 0.4 0.36–0.44 19.4
C4 Film hole orientation to external flow Film 0.95 0.4 0.38 10.0
C5 Film hole orientation to internal flow Film 0.95 0.4 0.38 10.0
C6 Film hole P /D Film 0.9/1.1 0.4 0.36–0.44 19.4
C7 Film hole shaped exit spec Film 0.87/1.16 0.4 0.35–0.46 24.4
D1 Impingement hole diameter IHTC 1.09/0.9 2600 W /m2 K 2340–2834 22.2
D2 Impingement array X /D or Y /D IHTC 1.2/0.8 2600 W /m2 K 2080–3120 36.1
D3 Impingement Z /D IHTC 1.09/0.9 2600 W /m2 K 2340–2834 22.2
D4 Crossover hole diameter IHTC 1.09/0.9 2600 W /m2 K 2340–2834 22.2
E1 Cooling passage turn aspect ratios IHTC 1 2600 W /m2 K 2600 0.0
E2 Passage H /W �or aspect ratio� IHTC 0.99/1.01 2600 W /m2 K 2574–2626 2.2
F1 Turbulator e /D �blockage� IHTC 0.93/1.07 2600 W /m2 K 2418–2782 10.0
F2 Turbulator radius r /e IHTC 0.98/1.02 2600 W /m2 K 2548–2652 2.8
F3 Turbulator P /e IHTC 1.05/0.95 2600 W /m2 K 2470–2730 6.7
F4 Turbulator angle IHTC 0.975/1.025 2600 W /m2 K 2535–2665 3.9
F5 Turbulator end wrap-around IHTC 1.0/0.875 2600 W /m2 K 2275–2600 16.1
F6 Turbulator lean IHTC 1 2600 W /m2 K 2600 0.0
G1 Pin diameter IHTC 0.92/1.06 2600 W /m2 K 2392–2756 11.1
G2 Pin fillet r /H IHTC 1 2600 W /m2 K 2600 0.0
G3 Pin array S /D �or X /D� IHTC 0.96/1.03 2600 W /m2 K 2496–2678 6.1
G4 Pin H /D �connected� IHTC 0.9/1.1 2600 W /m2 K 2340–2860 13.9
H1 TE channel blockage e /H IHTC 0.96/1.04 2600 W /m2 K 2496–2704 6.1
H2 TE exit slot or hole H /W �aspect ratio� Film 0.9/1.0 0.8 0.72–0.8 20.0
H3 TE lip thickness to slot height ratio t /H Film 1.06/0.94 0.8 0.85–0.75 12.8
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rate rather than IHTC. This flow rate variation would be the result
of one or many manufacturing variations leading to an effective
flow area change of �10% �see Table 2�. Figure 10 shows the
resulting cumulative distribution chart for blade row cooling flow
as percent of engine core flow. The blade cooling flow varies from
4.69% to 5.73% core flow in this example. More importantly, if a
blade flow rate variation of �5% of the average value is allowed
in flow check specifications, then about 13.5% of the airfoils
would be rejected. This projected result imposes a severe loss to

manufacturing yield and productivity as well as economic viabil-
ity. The importance of controlling variability factors that influence
the blade flow �and heat transfer� becomes very compelling.

Finally, the impact of airfoil cooling design practice may be
assessed by adjusting the overall average film effectiveness and
IHTC values and by repeating the simulation. Figure 11 shows the
new Pareto results when an average film effectiveness of 0.6 is
used with a lower average IHTC �note that the ordinate scale is
double that of Fig. 8�. The same coolant flow rate is maintained to
provide the same film coverage, and the IHTC is lowered to pro-
vide the same nominal value metal temperatures. This adjustment
shows the sensitivity of a cooling design that emphasizes film
cooling over internal cooling, yet leads to the same flow and metal
temperatures. Not surprisingly, the effect is to double the magni-
tudes of the film cooling factors, while decreasing those of inter-
nal cooling by about two-thirds.

Fig. 8 Pareto of blade metal temperature changes for manufacturing factors „°C…

Fig. 9 Monte Carlo simulation frequency chart for blade metal
temperature changes

Fig. 10 Cumulative distribution of effect on blade row cooling
flow rate

Fig. 11 Pareto of metal temperature changes for predomi-
nantly film cooled blade „°C…
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6 Conclusions
The present study has identified and quantified the effects of

manufacturing, as dictated by the tolerances allowed in the fin-
ished product, upon the resulting cooling design of a HPT blade.
Using the features of a typical blade design, the main geometric
factors that can influence the blade heat transfer capability
through variability have been discussed in detail. A simple ex-
ample of airfoil cooling for a representative wall section has been
used to tabulate the variations with the resulting changes in the
primary thermal boundary condition affected by each factor. Each
of the main geometric factors has been evaluated in terms of its
possible effect on maximum metal temperature. Potentially large
metal temperature changes of up to �40°C are estimated for
critical film cooling geometry factors, while most of the factors
associated with film cooling and impingement cooling average
about �20°C effect. Other factors such as turbulated passages
tend to be more moderate in effect. A Monte Carlo simulation for
typical average blade cooling shows �20°C metal temperature
variation with tolerances of �10% on average film cooling effec-
tiveness and internal heat transfer coefficient. Specification of a
flow check target of �5% leads to as much as 13.5% rejection of
parts, a very significant level. This points to the necessity for
greater understanding of the effects of manufacturing tolerances
on the resulting cooling capability as well as the need for more
accurate and detailed levels of quality inspections to reduce vari-
ability in final parts. In particular, for a conventionally designed
cooled airfoil, additional research and development into the ef-
fects of film hole effective diameter, shape, and L /D ratio changes
is needed for as-manufactured film holes and engine representa-
tive conditions. Improved understanding in this area also carries
the greatest potential cost benefit, due to the relatively large frac-
tion of cost invested in forming film holes, provided manufactur-
ing variations can be controlled. Further research into the effects
of impingement hole size and spacing is also indicated, despite the
typically lower relative cost benefit, since future designs are ex-
pected to utilize more investment cast impingement with higher
sensitivity to manufacturing variations.

Nomenclature
D � film hole diameter, impingement hole diameter,

pin diameter, or channel hydraulic diameter
e � turbulator height

e /D � relative turbulator height in rectangular duct
e /H � relative turbulator height in trailing edge

channel
Hcoolant � coolant side heat transfer coefficient

Hgas � hot gas side heat transfer coefficient
H /W � channel height-to-width aspect ratio
H /D � pin height-to-diameter ratio

k � thermal conductivity
L /D � film hole length-to-diameter ratio

P � pressure, or film hole pitch, or turbulator pitch
P /D � film hole pitch-to-diameter ratio
P /e � turbulator pitch-to-height ratio
Re � Reynolds number
r /e � turbulator corner radius-to-height ratio

r /H � pin fillet radius-to-pin height ratio
S /D � pin center spacing-to-diameter ratio

t � material thickness
T � temperature

Wc � cooling fluid flow rate
x � location on the surface from the leading edge

X /D � impingement hole axial spacing-to-diameter
ratio

Y /D � impingement hole lateral spacing-to-diameter
ratio

Z /D � impingement hole target spacing-to-diameter
ratio

�aw � adiabatic film effectiveness
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Windage Power Losses From
Spiral Bevel Gears With Varying
Oil Flows and Shroud
Configurations
In many aero-engines, the power to drive accessories is transmitted through high speed
bevel gears in a chamber in the center of the engine. The windage power loss (WPL)
associated with these gears makes a significant contribution to the overall heat genera-
tion within the chamber. Shrouding the gears provides an effective method of reducing
this WPL and managing the flow of lubricating oil. Experimental and computational
programs at the University of Nottingham Technology Centre in Gas Turbine Transmis-
sion Systems are providing an improved understanding of shroud performance and de-
sign. This paper presents the results from a pair of shrouded meshing gears run at
representative speeds and oil flow in a rig with speed and torque measurement. A previ-
ously published study of a single bevel gear operating in air (Johnson et al., 2007,
“Experimental Investigation Into Windage Power Loss From a Shrouded Spiral Bevel
Gear” ASME Paper No. GT2007-27885) found a reduction in torque of up to 70% from
shrouding. In this work, the addition of oil and the pinion gear did not lead to high torque
due to the buildup of oil under the shrouds, but the reduction in torque due to fitting the
shrouds is significantly less than was found for the same gear in air alone. In order to
isolate the various parameters, further testing with a single gear was carried out. A fully
(360 deg) shrouded gear shows a big improvement over an unshrouded gear when run-
ning in air alone, but much of this benefit disappears as soon as a very small amount of
oil is introduced under the shroud. This implies that the oil is recirculating under the
shroud. Increasing the oil flow beyond this initial level increases the torque by the amount
required to accelerate the oil mass flow up to the peripheral speed of the gear. Providing
a full width slot in the shroud downstream of the oil jet allows the oil to escape without
any recirculation and restores much of the benefit of the shroud. Further insight into the
oil behavior is obtained from torque measurements and observations through a transpar-
ent shroud and with various slot configurations. Video observation shows evidence of a
vortex flow under the shroud that carries some of the oil toward the inner diameter of the
gear. The three main windage contributors, air alone, recirculation of oil under the
shroud, and acceleration of the feed oil, are quantified and methods for achieving the
optimum design are discussed. �DOI: 10.1115/1.3072519�

1 Introduction
Gear windage is the phenomenon where fluid near a gear is

accelerated due to the gear’s motion. Gear windage power loss is
the power required to rotate a gear in the surrounding fluid and
acts in addition to the power dissipated in the gear mesh. This
power represents a loss to the gear system and is manifested as
increased turbulence and heat generation in the fluid. The Univer-
sity of Nottingham Technology Centre in Gas Turbine Transmis-
sion Systems is currently partway through a program of compu-
tational and experimental research aimed to reduce the windage
power loss for a typical aero-engine high speed spiral bevel gear.
The two-phase �oil/air� flows related to meshing gear lubrication,
shrouding, and scavenging are complex and so the approach taken
has been to separate the various physical phenomena and to con-
duct a staged investigation. The first stage �1,2� studied the wind-
age losses associated with an unmeshed spiral bevel gear rotating
in air. These papers studied the pumping effect of the bevel gear

and showed the value of restricting the air flow. A good under-
standing of this behavior is a prerequisite to understanding mesh-
ing gear and two-phase performance. Previously published studies
have investigated the windage power loss from spur gears �3,4�
and a spiral bevel gear �5�.

The investigations into the windage losses from bevel gears by
Winfree �5� provide a comprehensive source of data. A single gear
having a diameter of 380 mm, rotating at speeds up to 6500 rpm,
was used for the study. Measurements showed that shrouding re-
duces losses by up to 79%.

This paper describes the results of an experimental study into
the windage power losses associated with a pair of meshing spiral
bevel gears, which are fully shrouded. In order to isolate the vari-
ous parameters, further testing with a single gear was carried out.
This includes the effect of various oil flows and shroud configu-
rations. A transparent shroud allows observation of the oil behav-
ior under the shroud.

2 Experimental Details

2.1 Test Facility. The test facility, shown in Fig. 1, was de-
signed and built around an existing test bed, gearbox, and 130 kW
dc motor and is capable of driving the working section shaft at
speeds up to 15,000 rpm in either direction.

A proprietary torque transducer, which includes a shaft speed
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Fig. 1 „a… Experimental facility. „b… Experimental facility schematic.
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sensor, is fitted between the gearbox and working section. Pumps,
heaters, and coolers for the oil supply and scavenge provide Mil L
7808 type gas turbine oil at up to 5 l/min flow and 120°C tem-
perature. This oil was chosen as it has a lower viscosity than the
now more widely used Mil L 23699 and enables typical operating
viscosity to be achieved at a temperature approximately 20°C
lower. This is important, as the use of transparent polycarbonate
shrouds for some testing imposes a limit on rig temperature.

NI LABVIEW™ code was written to control and monitor the rig
and to acquire all measurement data. The data consist of torque,
shaft speed, various temperatures, and oil flows.

2.2 Measurement. Figure 1�b� is a schematic of the complete
test facility showing the location and type of all measurement
points.

Windage torque. The torque measured by the transducer in-
cludes the parasitic torque from the rig bearings and windage from
the rig shaft. The rig was designed with two small diameter an-
gular contact ball bearings, which are spring loaded in order to
keep this torque consistent and as low as possible. Tare runs were
carried out with the gear removed, in order to obtain values of the
parasitic torque over the speed range. These values are subtracted
from the test measurements. It was noticed during the tare runs
that the bearing torque drifted slightly with running time, evidence
of a slight sensitivity to bearing temperature. The potential uncer-
tainty in measured torque caused by this sensitivity was mini-
mized during test runs by always running the rig to a repeated
time history determined to be sufficient to allow the rig bearing
temperatures to reach a near stabilized state. In this manner, re-
peatability and accuracy of torque measurements to better than
0.1 N m were achieved.

Shaft speed. All reported shaft speeds are motor set points,
which are within 10 rpm of the actual speed measured with an
optical transducer integral to the torque transducer.

Oil flow. Flows are measured with a positive displacement flow
meter, calibrated with the oil used for the testing. Accuracy is
within 2% of reading.

Temperatures. Temperatures were measured at a number of lo-
cations for control and safety monitoring purposes, as indicated in
Fig. 1�b�.

Vibration. Bearing housing vibration levels are measured for
safety monitoring purposes and also to provide data for trim bal-
ancing the rotor.

3 Test Program and Results

3.1 Crown Gear Plus Pinion. The test gear shown in Fig. 2
has an outer diameter of 264 mm. Figure 3 is a photograph of the
test setup, which shows the shrouded bevel gear and pinion. The
oil to lubricate the mesh is directed from the jet �5� on the right
hand side of the picture through a hole in the shroud on to the
crown gear as it enters the mesh. The pinion, which runs at 2.22
times the main shaft speed, is mounted on two roller bearings and
an angular contact ball bearing. Oil from the jet �6� is fed into the
center of the pinion shaft and flows out through the radial holes to
lubricate the bearings.

The pinion is unloaded, except for windage and pinion bearing
friction. The loss torque of the pinion bearings contributes to the
torque measured by the torque transducer and must be removed in
order to obtain an accurate value for gear windage. This bearing
torque is predicted using an established proprietary correlation
and subtracted from the measured torque after allowing for the
gear ratio. As a further refinement, torque is measured and pre-
dicted at a range of pinion oil flows, while all other conditions
remained constant. The results for 10,000 rpm main shaft speed
are shown in Fig. 4.

Rolling contact bearing torque comprises two main terms, fric-
tion within the contact zone and churning of the oil, which passes
through the bearing. The contact friction term depends on bearing
load and oil chemistry but does not depend on bearing oil flow

beyond the very small amount needed to establish an elastohydro-
dynamic film. The churning term depends primarily on bearing oil
flow, viscosity, and method of supply. The slopes of the lines in
Fig. 4 represent the pinion bearings churning term because noth-
ing other than pinion bearing oil flow was changed during this
test. The most accurate assessment is obtained by using the slope
of the measured data and the predicted contact friction. The size
of contact friction term can be seen by extrapolating the prediction
line back to zero pinion oil flow.

Torque distribution obtained in this way is shown in Fig. 5. The
increase in pinion bearing torque with speed is as expected be-
cause the speed dependent churning term is dominant at the high
oil flow in this test. The rig bearings have a very low oil flow in
order to minimize bearing torque and avoid the need for oil seals.
Their torque is therefore dominated by contact friction. The mea-
sured small reduction with increasing speed is repeatable and
probably caused by the increase in elastohydrodynamic oil film
thickness and shear rate.

The main reason for carrying out these tests on the complete

Fig. 2 Test gear

Fig. 3 Shrouded crown gear and pinion. 1. Crown gear; 2.
Crown shroud; 3. pinion gear; 4. Pinion – shroud; 5. Into mesh
oil jet; 6. Pinion bearing oil jet.
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assembly early in the test program was to check the system op-
eration and to answer a concern that oil may build up under the
shroud, leading to very high torque. The density of oil is approxi-
mately 950 times that of air, so the potential increase in torque is
a factor of 950 if all the air were replaced by oil. Even localized
pools of oil would lead to much increased torques. Visual obser-
vation shows that the oil is carried through the gap at the rear of
the shroud and no very high torques were measured. Figure 5
shows that gear windage is the largest component at high speed,
but the values are consistent with pumping air and a little oil.
Subsequent testing examines the factors that contribute to the total
windage.

3.2 Crown Gear Alone. The pinion assembly and shrouds
were removed, leaving just the crown gear and oil jet. The mea-
sured results in Fig. 6 show a linear increase in torque with oil
flow. The increase due to oil flow is modeled by analogy with a
turbo machine. The tangential force on the gear is equal to the oil
mass flow rate times the change in whirl velocity. The whirl ve-
locity is the tangential component of the velocity of the working
fluid. In this case, the inlet whirl velocity is assumed to be zero
and the outlet whirl velocity is the peripheral speed of the gear at
its outer radius. The force calculated in this way also acts at the
outer radius, which gives the following equation:

Toil = m�r2

This simple model shows remarkably good agreement with the
measured data and is referred to as the oil acceleration term. It is
added to the torque measured with zero oil flow to produce the
“Oil accel” lines in Fig. 6.

3.3 Shrouded Crown Gear. A transparent crown gear
shroud, which covers the full circumference of the gear, was fit-
ted. The cross section is shown in Fig. 7.

Figure 8 shows a large reduction in windage torque due to the
shroud at zero oil flow, which is in line with the measurements in
Ref. �1�. However, the benefit of shrouding is much reduced as
soon as a small quantity of oil is introduced. This is due to a new
component of windage torque, which adds to the air alone and oil
acceleration terms.

As observed in Sec. 3.1, the majority of oil delivered by the jet
exits the undershroud space through the outlet clearance between
the shroud and gear and consequently no very high torque levels
were measured. However, observations through the transparent
shroud show that some oil is trapped under the shroud and that
this oil flows inboard along the inner surface of the shroud. The
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inboard flow of oil is driven by a toroidal vortex in the air flow.
Recirculation of this oil between the inner radius and the outer
radius of the gear leads to the additional torque identified in Fig.
8.

Two types of shroud with the same geometry but different con-
struction were used at different times in the test program. Tests
show excellent agreement between the original and replacement
shrouds in Fig. 8.

Having identified a component of torque associated with oil
retained under the shroud, testing progressed to examine the scav-
enge effect of slots in the shroud.

3.4 Effect of Slots in the Shroud. The aim of these tests was
to gain a better understanding of the oil recirculation and the
potential for reducing the recirculation losses through the use of a
scavenge slot.

The segments in the transparent shroud can be rearranged to
provide slots of several widths and positions. Figure 9 shows a
typical slot and Fig. 10 shows the extent and position of the alter-
natives tested. The start angle of the slots in Fig. 10 is measured
from the oil jet in the direction of rotation. The results of the
slotted shroud tests are shown in Fig. 11. All of the slotted shrouds
show lower torque than the full 360 deg shroud over most of the
oil flow range.

The lowest torque is for the slots A and C, which allow the oil
to escape soon after the oil jet. Moving the slot to B, which is
almost opposite to the jet, allows more recirculation and generates
some increase in torque. A further move to E, just ahead of the oil
jet, has little additional effect. Slot D is in reality a short shroud,
which covers 36% of the gear circumference. The trend of the
windage torque curve for slot D is similar to the unshrouded case
but at a lower absolute torque level. This reduction in torque re-
flects the reduction in the air alone component due to the portion
of the gear, which is shrouded.

3.5 Flow Visualization. The transparent shrouds and contain-
ment vessel allow direct visual observation, video recording, and
still photography.

Figure 12 is a long exposure photograph of the oil streak just
after the injection point. The oil jet can be seen entering through
the hole in the shroud on the right of the picture. The oil is thrown
to the outside of the shroud by the action of the gear but then
curves inward and flows back toward the inner radius on the in-
side surface of the shroud. The oil flow is 0.25 l/min and the
shroud is in the slot E configuration. Internal crazing of the shroud
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due to thermal stressing is visible, but has no effect on the flow.
Figure 13 is a still frame from a video that shows the oil leaving

the shroud through slot B. Most of the oil is ejected from the inner
radius. The oil flow is 1.5 l/min.

The oil behavior at speeds higher than 5000 rpm is similar.
Photography becomes progressively more difficult as speed in-
creases because of the oil mist within the chamber, but informa-
tion can still be obtained by direct viewing.

4 Discussion of Results

4.1 Torque Breakdown. The windage torque can be consid-
ered as the sum of three main terms, single-phase air alone, oil
acceleration, and a third “oil recirculation” component represent-
ing the additional windage term identified in Sec. 3.3. This is
shown in Fig. 14, which is a typical result.

The separation into three terms is highly significant. The air
alone term, which is the largest in this case, can be estimated and
optimized using single-phase computational fluid dynamics �CFD�
analysis, which is well established �2�. The oil acceleration term is
easily calculated as in Sec. 3.2. The oil recirculation term still has
to be determined empirically but, with an effective slot in the
shroud, it is a small term.

The oil recirculation term has been so named on the basis of the
visual evidence shown in Figs. 12 and 13, which show that the
bulk of the oil that remains under the shroud �i.e., has not exited

the shroud space via the rear shroud-gear clearance� is concen-
trated at the inner radius of the gear having been recirculated from
the outer diameter.

Although shown as constant, it is likely that the single-phase
term does exhibit some sensitivity to oil flow. The presence of oil
under the shroud in the form of a mist will increase the effective
density of the air, which will to some extent increase the single-
phase term. Conversely the presence of oil under the shroud in
“solid” form could restrict the pumping of air through the shroud
thereby reducing the single-phase windage term. In practice, the
combined effect is small.

4.2 Extent of Shroud. The single-phase air alone term can be
obtained experimentally by turning off the mesh oil flow. This
term is found to be linearly proportional to the shroud open frac-
tion. Figure 15 shows this linear behavior for a shaft speed of
10,000 rpm. The crown gear without a shroud �open fraction=1�
gives the highest single-phase term, whereas the complete 360 deg
shroud without any slots �open fraction=0� gives the lowest
single-phase term. This linear relation allows prediction of single-
phase term at various shroud open fractions.
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4.3 Oil Recirculation. The dimensionless torque coefficient
Cm in Fig. 15 is useful for scaling to other conditions in single-
phase flow and is described in Ref. �1�. It has been suggested that
use of this coefficient can be extended to two-phase flow by using
a modified density, which depends on oil and air flow rates. How-
ever, visual observations show that the phases tend to remain
separate and also the air flow rate and the proportion of oil recir-
culated are difficult to determine. It is therefore more effective to
assess the large air alone and oil acceleration terms independently
and consider the air oil interaction as the relatively small oil re-
circulation term.

4.4 Effect of the Pinion. In the real application with meshing
gears, there must be a slot in the shroud to accommodate the
pinion, but the pinion tends to block the movement of air and oil
in the circumferential direction. A good shroud design must ensure
that oil ejected from the mesh is effectively scavenged and not
re-ingested.

5 Concluding Remarks
Shrouding a high speed bevel gear can show a significant re-

duction in windage losses, but careful design is necessary to en-
sure the potential benefits are realized.

Visualization through a transparent shroud shows that the oil
and air phases remain separate, which means that analysis cannot
be based on an averaged density.

Analyzing the windage in terms of three components provides
an effective method of prediction and also emphasizes the need to
achieve good single-phase �air alone� performance.
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Nomenclature
T � gear windage torque �N m�
� � density of air exiting the shrouded gear

�kg /m3�
m � oil mass flow rate �kg/s�
r � outer radius of the gear �m�

� � gear rotational speed �rad/s�
Cm � nondimensional gear torque Cm=T / 1

2�r5�2
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Simplified Approach to Predicting
Rough Surface Transition
Turbine vane heat transfer predictions are given for smooth and rough vanes where the
experimental data show transition moving forward on the vane as the surface roughness
physical height increases. Consistent with smooth vane heat transfer, the transition moves
forward for a fixed roughness height as the Reynolds number increases. Comparisons are
presented with published experimental data. Some of the data are for a regular roughness
geometry with a range of roughness heights, Reynolds numbers, and inlet turbulence
intensities. The approach taken in this analysis is to treat the roughness in a statistical
sense, consistent with what would be obtained from blades measured after exposure to
actual engine environments. An approach is given to determine the equivalent sand grain
roughness from the statistics of the regular geometry. This approach is guided by the
experimental data. A roughness transition criterion is developed, and comparisons are
made with experimental data over the entire range of experimental test conditions. Ad-
ditional comparisons are made with experimental heat transfer data, where the roughness
geometries are both regular and statistical. Using the developed analysis, heat transfer
calculations are presented for the second stage vane of a high pressure turbine at hypo-
thetical engine conditions. �DOI: 10.1115/1.3072521�

1 Introduction
Surface roughness adversely affects turbomachinery perfor-

mance by increasing external heat transfer and by increasing loss.
Measured surface roughness for in service blades show a high
degree of variability. It is useful to the designer to have an esti-
mate of the effects of surface roughness on both heat transfer and
aerodynamic performance. Data show that as the roughness height
progressively increases, the turbine vane transition moves forward
on both the suction and pressure surfaces of the vane. Data, such
as those of Arts �1�, show that a smooth vane can have laminar
flow over much of the vane at moderate Reynolds numbers, even
with relatively high inlet turbulence. When the boundary layer is
not forced to be turbulent due to film cooling, understanding the
interaction of surface roughness and transition is important. The
change in blade surface heat transfer with transition is a very good
indicator of transition start and length. Tests of a solid high pres-
sure turbine vane are therefore valuable, even if the vane is film
cooled when installed in an engine. Transition is typically not an
issue for the first turbine stage, since the blades are generally film
cooled. Arts �2� showed that just the presence of film cooling
holes causes transition to turbulent flows on the blade surfaces. In
later stages, film cooling may not be used, and the Reynolds num-
bers are lower. Heat transfer may remain a concern if blades have
only internal cooling. Hourmouziadis �3� showed nearly an order
of magnitude decrease in Reynolds numbers between the high
pressure turbine inlet and the last low pressure turbine stage. Pre-
dicting the performance of low pressure turbines is highly depen-
dent on understanding transition, especially at cruise conditions,
where laminar separation can cause severe loss penalties.

Surface roughness generally adversely affects blade row aero-
dynamic efficiency. Kind et al. �4�, Boynton et al. �5�, and Bam-
mert and Stanstede �6,7� reported decreases in turbine efficiencies
of up to several points due to surface roughness. Abuaf et al. �8�
and Stabe and Liebert �9� showed that just polishing blade sur-
faces can improve efficiency. On the other hand, Harbecke et al.
�10� showed that profile loss was not increased until a critical

roughness height was reached. Boyle and Senyitko �11� showed
that high Reynolds number surface roughness doubled vane loss,
but at low Reynolds numbers roughness improved aerodynamic
efficiency. Roughness modified the Reynolds number and surface
location at which separation occurred. To utilize surface rough-
ness to improve low pressure turbine aerodynamic efficiency re-
quires understanding of the effects of roughness on transition. To
predict the efficiency decrement due to roughness at higher Rey-
nolds numbers also requires understanding of the effects of rough-
ness on the surface boundary layers.

There are two approaches to calculating rough surface bound-
ary layers. The first is the discrete element method and is ideally
suited to situations where the roughness geometry is known, and
is regular and periodic. This method has been used by a number of
researchers, and shown to give accurate results. Taylor et al. �12�,
Hosni et al. �13�, and Stripf et al. �14� used this method to calcu-
late rough surface heat transfer. McClain �15� extended the dis-
crete element model to account for random roughness, and Mc-
Clain et al. �16� presented friction factor and heat transfer
comparisons with data developed using roughness determined
from actual blade measurements. The characteristics of measured
turbine blade roughness vary widely, and a priori discrete element
model calculations need detailed information regarding the rough-
ness characteristics.

The second, and older, approach to calculating rough surface
boundary layers is to calculate the equivalent sand grain rough-
ness. Several authors proposed correlations to obtain the equiva-
lent sand grain roughness. Among these are Sigal and Danberg
�17�, Dvorak �18�, Simpson �19�, Dirling �20�, van Rij �21�, and
Waigh and Kind �22�. Common to all these correlations is the
requirement that the roughness image or trace be modeled as a
roughness geometry, in order to obtain values for projected and
windward areas. The correlation of Koch and Smith �23� only uses
a statistical value from the roughness trace or image.

The Koch and Smith �23� correlation provides the simplest way
of determining the equivalent sand grain roughness from the
roughness image. The suitability of this correlation can be deter-
mined by using the statistical parameters of regular roughness
geometries. A regular roughness geometry is one that is suitable
for the discrete element method. It was found that better agree-
ment with the experimental data was achieved by a modification
to the Koch and Smith correlation.
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There are four parts to the work presented herein. The first
determines a correlation for the equivalent sand grain roughness,
kS, that is consistent with the experimental data of Stripf et al.
�24�. The second part determines modifications to transition start
and relaminarization criteria to yield heat transfer predictions con-
sistent with the same experimental data. The third part compares
heat transfer predictions using the proposed modifications with
data to determine the applicability of the modeling to other data
sets. The fourth part shows heat transfer and aerodynamic loss
calculations at a unit Reynolds number consistent with current
engine operating conditions. Even though both the determination
of the equivalent sand grain roughness and the transition criteria
are derived from the same data they are not wholly dependent on
each other. If the reader prefers a different method of calculating
kS, the coefficients in the transition criteria could be changed to
yield the same results with different values for kS.

2 Discussion of Results

2.1 Equivalent Sand Grain Roughness. The roughness ge-
ometry used in the test of Stripf et al. �24� to measure vane heat
transfer coefficients is shown in Fig. 1. In their tests the height of
the truncated cones and the spacing between cones were varied.
The dimensions of the roughness geometry is given in Table 1.
For all tests the vane axial and true chords were 53 mm and 94
mm, respectively. Data were obtained for variations in inlet tur-
bulence intensity and Reynolds numbers. Figure 2 shows their
measured heat transfer coefficients at an inlet true chord Reynolds
number of 250,000. As the roughness height increases, the transi-
tion moves forward, toward the leading edge, for both the suction
and pressure surfaces. Only at the highest roughness does the heat
transfer appear to be fully turbulent over the entire vane surface.
An important feature of these data is that roughness spacing has a
very minor effect on heat transfer.

A number of correlations have been proposed to calculate the
equivalent sand grain roughness, kS. These correlations show that
kS is strongly dependent on roughness spacing. These correlations
for the ratio of kS to physical height are triangular in shape, with
a spacing parameter that gives a maximum ratio. Closely spaced
roughness elements are required to achieve the maximum value
for kS. Stripf et al. �24� gave kS values using the correlation of
Waigh and Kind �22�. This correlation predicted a strong effect
due to spacing, such that the widely spaced roughness would have
to have nearly twice the roughness height to achieve the same
value for kS. Figure 2 shows that this is inconsistent with the
experimental data. The correlation of Sigal and Danberg �17� has
three regions, where a plateau separates the two legs of the tri-
angle. At this plateau the ratio of kS /k=8. When applied to rough-
ness measurements of in service blades, a common feature of
these correlations is that the roughness image or traces have to be
transformed into a model geometry.

The correlation of Koch and Smith �23� uses only a statistical
measure of the surface roughness, without requiring that a model
geometry be constructed. This correlation gives kS=6.2Ra. Table 2
gives statistical quantities Ra, Rrms, and skewness �Sk� of the
roughness tested by Stripf et al. �24�. Also shown are the kS values
determined from the correlations of Waigh and Kind �22�, Koch
and Smith �23�, and the present proposed correlation. Since the
spacing affects the value of Ra, the correlation of Koch and Smith
�23� shows a spacing effect not seen in the data. Table 2 also
shows that as the spacing increases Ra increases, the skewness of
the roughness decreases. The three statistical quantities given in
Table 2 are defined as

Ra =
�i=1

n �yi − ȳ�
n

where n equals the number of points in the roughness measure-
ment, and is generally very large.

Rrms =��i=1
n �yi − ȳ�2

n − 1

and

Sk =
�i=1

n �yi − ȳ�3

nRrms
3

55

p

0.5p
d

k

Fig. 1 Arrangement of truncated cone roughness elements

Table 1 Dimension of roughness elements

Label
k

��m�
d

��m�
p

��m�

r10m 10 25 55
r10s 10 25 70
r20m 20 50 110
r20s 20 50 140
r30m 30 75 165
r40m 40 100 220
r40s 40 100 300
r50s 48 100 300
r80m 80 200 440
r80s 80 200 600
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Fig. 2 Heat transfer coefficients, Rein=2.5Ã105, Tu=8%
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Since the skewness, Sk, is related to Rrms, the Koch and Smith
�23� correlation was modified to give a kS consistent with the data
shown in Fig. 2. The revised correlation for kS is

kS = 4.3Rrms�1 + CskSk� for Sk � 0

The coefficient of 6.2 was reduced to 4.3 based on the ratio of Ra
to Rrms. The data in Fig. 2 and the statistics in Table 2 suggest that
Csk is slightly less than 1. However, for simplicity, the constant
Csk was set to 1.0. The requirement that Sk�0 is not expected to
be a difficulty. The measurements of Taylor �25� for the roughness
of in service blades showed positive skewness for many cases.
Bons et al. �26� measured vane surface roughness and, except for
spalled regions, generally found positive skewness values. Spalled
regions gave negative skewness. A conservative approach would
be to take kS as the maximum of kS=4.3Rrms�1+Sk�, Koch and
Smith �23� criterion of kS=6.2Ra, or kS=4.3Rrms.

The reasonableness of this correlation is shown in Fig. 3 where
the data shown in Fig. 2 are compared with fully turbulent calcu-
lations for several different equivalent sand grain roughness
heights using the above expression for kS. Since the calculations

are for fully turbulent flow, comparisons are meaningful only after
transition is complete. Overall, the agreement in this region is
good. The comparison for the highest roughness, where the mea-
surements indicate nearly fully turbulent flow, shows very good
agreement for both the pressure and suction surfaces.

A question that arises from the data in Table 2 is whether an
equivalent roughness height of nearly a third of a millimeter is too
high compared with actual measurements. Most data in the litera-
ture give the roughness height in terms of Ra, and for comparison
with Table 2 entries the Koch and Smith conversion to kS will be
used. Tarada and Suzuki �27� reported a wide variation in Ra
values. They were between 25 �m and 150 �m �kS between 155
µm and 930 �m� and depended on the engine’s operating envi-
ronment. Taylor �25� measured Ra values between 2 �m and
11 �m �kS between 12.4 �m and 68 �m�. Bogard et al. �28�
extensively measured surface roughness on two vanes. The first
had Ra values between 9 �m and 22 �m, and the second ranged
from 21 �m to 46 �m. This represents a range of kS between
56 �m and 285 �m. Bons et al. �26� measured surface roughness
on a variety of turbine blades. For deposition and corrosion, they
measured the Ra values between 3 �m and 33 �m, giving a kS
range between 19 �m and 205 �m. Zhang and Ligrani �29� cal-
culated a kS value of 62 �m for a turbine blade used in a utility
power application. Just in terms of roughness height, the answer is
that a roughness height of nearly a third of a millimeter is not
excessive.

When the Reynolds number effects are accounted for, even the
highest roughness may not be sufficiently high. Bogard et al. �28�,
in a low Reynolds number experiment, scaled up the measured
roughness by a factor of 25 to account for the Reynolds number
effects. Since the roughness parameter, H+ �sometimes referred to
as Rek�, increases almost linearly with unit Reynolds number in
turbulent flow regime, engine unit Reynolds numbers should be
matched if the roughness height scale factor is 1. The data of
Stripf et al. �24� were obtained at maximum unit Reynolds num-
ber less than typically seen by the first stage vane at takeoff or in
an utility application. On the other hand, the unit Reynolds num-
ber decreases in later stages, where roughness transition is more
likely to be a factor.

2.2 Heat Transfer Modeling Assumptions. The data in Fig.
2 clearly show transition occurring for both the suction and pres-
sure surfaces of the vane. The locations for transition are strongly
dependent on the roughness height. Three modeling issues with
respect to transition were investigated. The first was the start of
transition. The second was the length of transition. The third was
relaminarization. A number of approaches were examined for each
of these modeling issues. Rather than detail all of the approaches
taken, the modeling that gave the best agreement with all of the
data is presented.

Table 2 Roughness characteristics

Label
k

��m�
ȳ

��m�
Ra

��m�
Rrms

��m� Sk

kS

Waigh and Kind
��m�

Koch and Smith
��m�

Present
��m�

r10m 10 1.8 2.5 3.2 1.65 48 15 37
r10s 10 1.1 1.8 2.7 2.44 25 11 40
r20m 20 3.5 5.0 6.4 1.65 96 31 73
r20s 20 2.2 3.5 5.3 2.44 51 22 79
r30m 30 5.3 7.5 9.6 1.65 144 46 110
r40m 40 7.1 10.0 12.8 1.65 192 62 147
r40s 40 3.8 6.3 10.0 2.69 89 39 160
r50s 48 4.0 6.7 10.8 2.87 106 42 181
r80m 80 14.1 20.0 25.5 1.65 384 124 293
r80s 80 7.6 12.7 20.0 2.69 177 79 320
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Fig. 3 Comparison of fully turbulent calculations with data
Rein=250,000, Tu=8%
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Start of transition. Mayle’s �30� transition start model was
modified to account for roughness effects. In this model when the
momentum thickness Reynolds number, Re�, exceeds a critical
Reynolds number, Recrit, transition begins. For smooth surfaces
Recrit=400Tu−0.625. The critical Reynolds number for rough sur-
face transition is

Rerough =
Resmooth

1 + Tu−0.625�Cst�H+ − 5��1.25

Unless stated otherwise Cst=0.05. H+ is calculated from H+

=kSUfs��Cf /2 /� The term H+−5 occurs because a surface rough-
ness that gives H+ less than 5 is considered hydraulically smooth.
Comparisons are made for two inlet turbulence intensities, and
including the term Tu−0.625 gave better agreement with data. This
term means that at high H+ values, the start of transition is inde-
pendent of the local turbulence intensity. The roughness term was
raised to the 1.25 power based on comparisons with the data,
which show suction surface transition moving from near the trail-
ing edge to near the leading edge as the roughness height in-
creases by a factor of 8.

The local turbulence intensity used in the transition start criteria
was calculated using the work of Steelant and Dick �31�, where
the local Tu is calculated from

Tu = Tuin�Uin/Ufs�3/2

Calculations of the turbulence distribution within the vane passage
using a k−� turbulence model was consistent with this approxi-
mation for the local turbulence intensity when the inlet length
scale used in the calculations was small. Because of the accelera-
tions through the vane passage, the maximum local turbulence
intensity at the start of transition for the smooth vane was less
than 1%. The data showed that this low turbulence intensity in the
transition criteria was appropriate.

Transition length. In the base cases, the transition length model
was not modified to account for roughness effects. When modifi-
cations were made the spot production parameter, N, was in-
creased by

Nrough = Nsmooth exp�CLT�H+ − 5��

With CLT=0 there is no modification to the transition length. The
transition length model is the one detailed by Boyle and Simon
�32�. It is a modification of the transition length model of So-
lomon et al. �33� to account for Mach number effects. It was
shown to give good agreement with smooth blade heat transfer
data for both stator �1,34� and rotor test cases �35�. It was found
that the length of transition, as evidenced by the rough surface
heat transfer data, was reasonably well predicted for many, but not
all, cases without modifying the spot production parameter, N.

Relaminarization. Because much of the comparisons are at flow
conditions where the favorable pressure gradients are strong
enough to cause relaminarization, it was necessary to modify the
relaminarization criteria. For smooth surfaces, it is accepted that
when the pressure gradient parameter, K=3.0�10−6 a turbulent
boundary will relaminarize. Since data show that as the height of
the roughness increases, the laminar pressure surface boundary
layer becomes turbulent sooner. Calculations without a relaminar-
ization model showed early pressure surface transition for many
cases. The calculation of the critical value of K for relaminariza-
tion is

�Kcrit�rough =
�Kcrit�smooth

exp�− Crlm�H+ − 5�1.25�

where Crlm=0.0354, and �Kcrit�smooth=3.0�10−6. The local value
for K is calculated from the local inviscid velocity gradient as

K =
�

Ufs
2

dUfs

dS

where S is the streamwise distance from the stagnation point.

Heat transfer calculations. Comparisons are made with mid-
span heat transfer data, so that a two dimensional analysis is ap-
propriate. Heat transfer and loss calculations were done using a
quasi-3D Navier–Stokes analysis. The solver used was the
quasi-3D Navier–Stokes code RVCQ3D, run as a two dimensional
analysis. This code has been documented by Chima �36�. C-type
grids, typically 377�55, were used. Boyle and Simon �32� gave a
more detailed description of the analysis. The solutions were
monitored to assure that convergence was achieved.

An algebraic turbulence model described by Chima et al. �37�
was used. It is a two layer model and incorporates the Cebeci–
Chang roughness model described in Ref. �38�. This model in-
creases the mixing length to account for roughness. The distance
increment is given by

	y+ = 0.9��H+ − H+ exp−0.167H+
�

and

	y = 	y+�/�Ufs��Cf/2�

In the algebraic models, the increment in y is only applied in the
inner region. The turbulent eddy viscosity in the inner region, �t,i
is given by

�t,i = ��dU/dy��
�y + 	y��1 − exp−�y++	y+�/A+
��2

In the two equation k−� turbulence model, roughness effects
are accounted for by modifying the wall boundary condition on �.
Two equation models are most applicable when flows are turbu-
lent. Calculations were done using the k−� turbulence model
only for fully turbulent cases. Calculations using the k−� model
were similar to those shown in Fig. 3, using the algebraic model.
For each kS value the increase in heat transfer over the smooth
calculation was nearly the same for both turbulence models.

When the flows were predicted to not be fully turbulent, the
laminar viscosity was increased to account for the effects of high
freestream turbulence. Ames et al. �39� described two turbulence
models to augment laminar viscosity. Based on the results pre-
sented by Boyle et al. �40�, the Ames model without a leading
edge correction was used.

2.3 Baseline Heat Transfer Comparisons. In this section,
heat transfer comparisons are made with the cases used to deter-
mine the rough surface heat transfer modeling. In Sec. 2.4, com-
parisons are shown for cases that were not used to determine the
transition modeling. The models for rough surface transition and
relaminarization have only a few parameters. The number is far
less than the number of cases that will be shown in this section.
The goal of the work is reasonable agreement for a wide range of
cases. Because of the large number of cases, and the small number
of parameters, it is unreasonable to expect perfect agreement for
all cases.

Comparisons of predicted and measured heat transfer coeffi-
cients are given for three Reynolds numbers and two inlet turbu-
lence intensities. Figure 4 compares the predicted and measured
heat transfer coefficients for an inlet true chord Reynolds number
of 250,000 at inlet turbulence intensities of 4% and 8%. Since the
transition modeling uses only a few parameters, it is noteworthy
that the agreement for the start of transition is good over the entire
range of roughness heights. The agreement is reasonable for both
the suction and pressure surfaces, where the streamwise pressure
gradients are very different. The second highest roughness shows
transition close to the leading edge for the suction surface, but
nearly halfway back on the pressure surface.

The analysis underpredicts the heat transfer in the leading edge
region. However, the predictions are in good agreement with pres-
sure surface data, where the flow is laminar. The underprediction
in the leading edge region is not due to roughness. Here the analy-
sis underpredicts the smooth surface heat transfer by more than
the small increase in heat transfer due to roughness.
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Figure 4 also shows a fully turbulent calculation for a smooth
vane. The data show that the heat transfer rates for the highest
roughness can be nearly twice as great as those calculated using
the smooth fully turbulent assumption. However, at low to mod-
erate roughness, a fully turbulent calculation can significantly
overestimate the heat transfer rate.

Comparing Figs. 4�a� and 4�b� shows that the heat transfer
distributions do not change significantly, even when the turbu-
lence level doubles. The critical Reynolds number for the start of
smooth surface transition decreases by nearly 50% when the tur-
bulence level doubles. By multiplying the roughness term for the
start of transition by a turbulence intensity factor, the agreement

with data is improved. However, pressure surface transition at the
highest roughness is predicted to occur further downstream than
the data. This suggests that the exponent on the Tu term in the
denominator for the start of transition should be more negative.

The question of whether the transition length correlation should
be modified to account for roughness is complicated by the failure
of the transition model to accurately predict smooth surface tran-
sition. For the smooth vane suction, surface transition occurs in
regions where the pressure gradient is very negative. At this Rey-
nolds number, the pressure gradient at the start of transition for the
smooth surface is more negative than the pressure gradient data of
Gostelow et al. �41�, which was used by Solomon et al. �33� to
determine the value of the spot production parameter, N. The
length of transition is very sensitive to negative pressure gradi-
ents. Figure 4�a� shows that an abrupt smooth suction surface
transition was calculated for the 8% turbulence level. The transi-
tion length would increase if N were limited to a smaller value.
The data of Gostelow and Walker �42� strongly indicate that ex-
trapolating the correlation of Gostelow et al. �41� to more negative
pressure gradients would overestimate the value for N. At the
lower turbulence intensity �Fig. 4�b��, the start of suction surface
transition is at an even more negative pressure gradient because
the critical Reynolds number for the start of transition is in-
creased. At the lower pressure gradient, the rapid increase in in-
termittency is appropriate. Fortunately, the question of whether
the transition model should be modified to account for surface
roughness is not dependent on extrapolating the database for the
correlation of N. Where rough surface transition is seen for nega-
tive pressure gradient values, they are within the database used to
correlate N. The form of the correlation for N is asymptotic for
large positive values of the pressure gradient.

Figure 5 shows the heat transfer comparisons for a lower inlet
Reynolds number of 140,000 for the same two inlet turbulence
intensities. Here the analysis shows the same trends as the data
and overall is in reasonably good agreement with the data. Tran-
sition is predicted somewhat earlier than is seen in the data, espe-
cially at the higher Tuin. Improved agreement with the data would
be achieved by changing the coefficient in the transition start
model, CST, from 0.05 to 0.033. However, the agreement with the
data in Fig. 4 for the higher Reynolds number would not be as
good.

Figure 6 shows the heat transfer comparisons for the lowest
inlet Reynolds number of 90,000. The comparison is at a turbu-
lence intensity of 8%. The agreement is very similar to that in Fig.
5 for the intermediate roughness. The results in Figs. 5 and 6
indicate that the 1.25 exponent on roughness term should be in-
creased. However, when this was done, either in isolation or in
combination with changing the coefficient, CST, in the transition
start model, overall agreement with data was not improved.

2.4 Other Rough Surface Heat Transfer Comparisons.
Heat transfer comparisons were made for three other data sets,
which were not used to determine the modeling for transition.
Each data set shows transition behavior in the heat transfer results.

Turbine rotor of Blair. Figure 7 compares Stanton number pre-
dictions with those measured by Blair �43� at the midspan of a
turbine rotor. Data were obtained in a large scale rotating turbine
test facility. Figure 7 shows comparisons at the highest inlet Rey-
nolds number of 580,000. Stanton numbers were given for a
smooth surface, a near smooth surface, and a rough surface. Table
3 shows the roughness measurements from the reference both as
absolute numbers and as a fraction of axial chord. Only Rrms and
the maximum-to-minimum roughness heights were given. At this
Reynolds number, the smooth data show that the pressure surface
is laminar. The predictions for the smooth suction surface are
lower than the data. The inlet turbulence intensity was estimated
to be 5%. Increasing Tuin improved agreement for the smooth
suction surface but increased pressure surface heat transfer.

Fig. 4 Transition modeling predictions, Rein=250,000
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The near smooth data showed transition occurring midway
along the pressure surface. A kS of 27 gave H+ values less than 5
so that the predicted heat transfer did not change from the smooth
surface prediction. Since increased heat transfer is seen in the

data, kS�4.3Rrms should have been used. Perhaps the near smooth
roughness had positive skewness. Interestingly, good agreement
with the near smooth data is achieved when relaminarization is
suppressed.

The rough surface data and predictions show that transition
occurred close to the leading edge. The rough surface kS value
was estimated using the near smooth Rrms value and the ratio of
maximum to minimum heights. Clearly, this is a somewhat crude
approximation. Nevertheless, the agreement is reasonably good
and improves when kS is increased by 50%. A prediction is also
shown using the k-omega turbulence model. Except for the lead-
ing edge region, these results agree well with the data and are an
improvement for the rear portion of the suction surface.

Turbine vane of Boyle and Senyitko. Figure 8 compares the
measured and predicted Nusselt numbers for the data of Boyle and

Fig. 5 Transition modeling predictions, Rein=1.4Ã105
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Fig. 7 Comparison with rotor data of Blair †43‡

Table 3 Roughness characteristics for Blair’s rotor

Label
Rrms

��m�
Rmax-to-min

��m�
Rmax-to-min /Cx

�%�

Smooth 0.33 7.6 0.0047
Near smooth 6.4 51 0.032
Rough N. A. 660 0.41
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Senyitko �44�. The roughness characteristics for four measure-
ments are given in Table 4. Calculations were done with kS
=88 �m. The data in Fig. 8 clearly show the transition occurring
midway along both the pressure and suction surfaces. The axial
chord was 52 mm. Even though the axial chord Reynolds number
is over a million, and the average Rrms /CX was 0.00036, the mea-
sured inlet turbulence was only 1%. Figure 8 shows that at this
low turbulence intensity smooth surface calculations predicted
laminar flow for all of the pressure and suction surfaces. A smooth
fully turbulent calculation gave heat transfer rates much greater
than seen in the rough surface data over the forward portion of
both the suction and pressure surfaces. The fully turbulent rough
surface calculation gave heat transfer rates much greater than the
data over most of the suction and pressure surfaces. Toward the
rear of both surfaces, the agreement between the calculations and

data is good. This indicates that the kS value determined from the
roughness statistics is appropriate.

Rough surface heat transfer predictions using the baseline value
CST=0.05 showed early suction surface transition and no pressure
surface transition. Decreasing CST by 20% gave good agreement
with the start of suction surface transition. The variations of kS
seen in Table 4 are about 10%. Decreasing CST by 20% was the
equivalent of decreasing kS by 21%.

Even with CST=0.04 the calculated suction surface transition
length was longer than seen in the data. Increasing CLT from 0 to
0.071 showed good agreement for the suction surface transition
length. However, this calculation still did not show pressure sur-
face transition consistent with data. A CLT=0.42 was needed to
yield pressure surface heat transfer consistent with the experimen-
tal data. However, this same calculation gave very poor agreement
with the suction surface data due to the rapid transition near the
leading edge. The start of transition was not changed. But, suction
surface transition began in a region of strong favorable pressure
gradients. Consequently, the calculated transition length with
CLT=0 was very long.

Turbine blade of Stripf. A second series of tests was run with
roughness elements similar to those in the tests used to determine
the roughness transition models �45�. Table 5 gives roughness
characteristics for the cases. The cases labeled L27a, L27b, and
L27c had the same roughness heights but different spacings be-
tween the elements. The different spacings result in different val-
ues of the roughness statistics.

Figure 9 compares the measured and predicted heat transfers
for this case. Even though these data were not used to develop the
roughness transition models, the agreement between the calcula-
tions and measured data is good. The calculations were done with
no modification of the transition length due to roughness. The
results indicate that none was needed.

Figure 10 compares the results for different roughness spacings.
As seen in Table 5, the proposed correlation for kS has little varia-
tion among the three cases with the same roughness height. The
data in Fig. 10 show a dependency on roughness spacing. As seen
in Table 5, the variation in Ra values is consistent with the experi-
mental data, in that smaller Ra values give lower heat transfer.
However, just using kS=6.2Ra does not give good agreement with
the data. The value of H+ are too low. Increasing CST from 0.05 to
0.10 to adjust the start of transition when using the Koch and
Smith correlation does not give good agreement with the data. It
could be argued that a coefficient slightly less than 1 should be
applied to the skewness term. If this is done the coefficients in the
roughness models should also be adjusted. Except for specialized
test cases, roughness typically exhibits noticeable variations when
measured at different blade surface locations.

2.5 Extension to Higher Reynolds Numbers. In typical en-
gine applications, the Reynolds number may be significantly
higher than those used for data comparisons. A series of calcula-
tions was done with the same physical roughness but at a higher
Reynolds number. When the Reynolds number was increased, cal-
culations were done for two exit Mach numbers. The lower one
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Fig. 8 Comparison with vane data of Boyle and Senyitko †44‡

Table 4 Rough vane roughness characteristics

Trace
Rrms

��m�
Ra

��m� Skewness
kS

��m�

1 17.7 14.0 0.206 92
2 20.5 15.9 �0.441 99
3 17.5 13.9 �0.010 86
4 17.0 13.0 �0.085 81

Avg. 18.2 14.2 88

Table 5 Roughness characteristics of LPT blade

Label
k

��m�
ȳ

��m�
Ra

��m�
Rrms

��m� Sk

kS

Koch and Smith
��m�

Present
��m�

L17 17 5.2 6.1 6.9 0.83 38 77
L27a 27 6.8 8.6 10.0 1.12 53 121
L27b 27 3.0 5.0 7.5 2.42 31 127
L27c 27 1.7 3.1 5.8 3.54 19 131
L50a 50 8.0 12.5 16.8 1.84 78 223
L90 90 14.7 20.8 27.0 1.74 129 395
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�M2=0.55� is the same as for the highest Reynolds number tested
by Stripf et al. �24�. Since the same geometry was used, the vane
loading moved aft as the Mach number increased. The vane isen-
tropic Mach number distributions for both exit Mach numbers are
shown in Fig. 11. The higher Mach number results in a very aft
loaded vane. This is a consequence of the vane not being designed
for this high subsonic Mach number. The results for M2=0.9 are
presented because the distribution is not unlike the midspan dis-
tribution seen when there is an appreciable decrease in the span

between the leading and trailing edges. The rapid shocklike de-
crease in Mach number, and consequently rapid diffusion, is a
result of the blade profile.

The axial chord Nusselt number distributions for a range of
roughness heights are shown in Fig. 12. The Nusselt numbers are
shown for a vane exit unit Reynolds number of 300,000 cm−1.
The value is less than what is typical for a first stage vane of a
high pressure turbine. A unit Reynolds number in this range is
appropriate for the second stage vane, which may or may not be
film cooled. The unit Reynolds number of 300,000 cm−1 is
nearly twice as great as the highest Reynolds number tested by
Stripf et al. �24�. For the smooth surface, the distance from the
leading edge at which suction surface transition is seen nearly
doubles as the exit Mach number is increased. This is the result of
the aft loading at the higher exit Mach number. At both exit Mach
numbers, the smooth pressure surface remained almost entirely
laminar.

At both exit Mach numbers, the effect of increasing surface
roughness is to move the location of the start of suction surface
transition forward, toward the leading edge. The high exit Mach
number with the aft loading shows that a higher kS value is re-
quired for transition to start at the same surface location. Except
for the smallest roughness heights, pressure surface transition is
very similar at both Mach numbers. Relaminarization is not an
issue, and once a critical roughness height is reached, transition to
turbulent flow occurs close to the leading edge. For small rough-
ness heights, pressure surface transition behaves similar to suction
surface transition.

Because the calculations shown in Fig. 12 are not compared
with experimental data, it is useful to relate these results to those
presented in the literature in a qualitative manner. This is done to
show the reasonableness of the modeling presented herein. Abuaf
et al. �8� examined the effects of small roughness on vane heat
transfer and aerodynamic efficiency. Their exit vane axial chord
Reynolds number varied between 6.8�105 and 2.3�106. The
inlet turbulence intensity was 14%. Their maximum Ra value was
2.33 �m, but the axial chord was only 4.8 cm. The vane was
forward loaded, and at the lowest Reynolds number suction sur-
face transition occurred just upstream of the peak isentropic Mach
number. Roughness was not a factor in transition at the lowest
Reynolds number. As the Reynolds number increased, the vane
with Ra=2.33 �m, �kS�15�, was seen to move transition closer
to the leading edge. At the highest Reynolds number, transition
was seen at the leading edge. Pressure surface transition was not
affected by roughness, but was turbulent for nearly 80% of the
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surface distance. In the turbulent region, the heat transfer rates
increased approximately 10–15% as a result of surface roughness.

The importance of roughness in terms of aerodynamic losses is
illustrated in Fig. 13. The loss coefficient, Y, is calculated from

Y =
Pin,t − P2,t

Pni,t − P2

Figure 13 shows the loss coefficient, Y, as a function of kS. At
the highest equivalent height, the loss coefficient nearly doubles

and approaches an asymptotic value. The increase in smooth sur-
face loss for the higher exit Mach number remains even as the
surface roughness increases.

The data show that an important parameter is H+. In fully tur-
bulent flow, H+ is nearly proportional to the Reynolds number.
Therefore, doubling the unit Reynolds number results in a similar
loss distributions, but with the abscissa in Fig. 13 reduced by half.

3 Concluding Remarks
An approach to calculating an equivalent sand grain roughness

has been given. This approach is consistent with experimental
data in that the weak effect of roughness spacing is accounted for.
This approach uses only statistical quantities, which are readily
available from roughness measurements. When the calculated kS
values were used with either an algebraic or a k−� turbulence
model, heat transfer rates were in good agreement with data in the
fully turbulent regions.

Two-dimensional calculations were done to determine criteria
for transition and relaminarization that were reasonably consistent
with experimental data. Both calculations and data show heat
transfer rates much less than for fully turbulent flow at small
roughness heights. For high roughness heights, heat transfer rates
were nearly double those for the fully turbulent smooth flow. This
simplified approach gave reasonable agreement with data for most
of the cases examined. There were two prominent exceptions.
Both involved the blade pressure surface. The data for the near
smooth case of Blair showed that a roughness with a calculated
H+�5 appeared to cause a laminar boundary to become turbulent.
In the second case, a vane tested with low inlet turbulence exhib-
ited rapid transition midway along the pressure surface. This was
not predicted by the analysis, and further work in this area is
needed.

Using the modification to account for roughness on the start of
transition, calculations were then done for a unit Reynolds number
of 300,000 cm−1. This is representative of the second stage of a
high pressure turbine. For good cycle efficiency, the second stage
vane might not be film cooled, and accurate transition predictions
would be important. Vane loading was seen to be an important
parameter. Aft loading delayed transition, both for smooth and
slightly rough surfaces. Even at this moderately high Reynolds
number, smooth and slightly rough surfaces had heat transfer rates
significantly less than for the fully turbulent calculations. On the
other hand, high roughness levels showed heat transfer rates far
greater than those calculated for fully turbulent flow.

The effects of surface roughness on losses were also examined.
The smooth aft loaded vane had a greater predicted loss than the
forward loaded vane. Loss levels approached asymptotic values
nearly twice that of the smooth vane as kS increased.

Fig. 12 Nusselt numbers at Re1=300,000 cm−1, Tu=8%
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Nomenclature
A+  near wall damping coefficient
C  modeling constant

Cx  axial chord
Cf /2  friction coefficient

d  base diameter
H+  normalized roughness height

h  heat transfer coefficient
K  acceleration parameter
k  physical roughness height

kS  equivalent sand grain roughness
M  Mach number
n  number of points in roughness calculation
N  spot production parameter

Nu  Nusselt number
P  pressure
p  pitch

Ra  absolute roughness height
Rrms  root mean square roughness height

Re  Reynolds number
Re1  unit Reynolds number

S  surface distance
Sk  skewness
St  Stanton number
Tu  turbulence intensity
U  velocity
Y  loss coefficient
y  measured height

distance from surface
ȳ  average height

	y  increase in mixing length due to roughness
	y+  normalized value for 	y

�  momentum thickness

  mixing length constant
�  dynamic viscosity

�t,i  inner region eddy viscosity
�  density

Subscripts
2  vane exit
fs  local freestream
in  vane inlet

rlm  relaminarization
rough  rough

smooth  smooth
sk  skewness

SL  length
st  transition start
t  total
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Film cooling is extensively used by modern gas turbine blade
designers as a means of limiting the blade temperature when ex-
posed to extreme combustor outlet temperatures. The following
paper describes an experimental study of heat transfer near the
entrance to a film cooling hole in a turbine blade cooling passage.
Steady state heat transfer results were acquired by using a tran-
sient measurement technique in a 40 times actual rectangular
channel, representative of an internal cooling channel of a turbine
blade. Platinum thin film gauges were used to measure the inner
surface heat transfer augmentation as a result of thermal bound-
ary layer renewal and impingement near the entrance of a film
cooling hole. Measurements were taken at various suction ratios,
extraction angles, and wall temperature ratios with a main duct
Reynolds number of 25,000. A numerical technique based on the
resolution of the unsteady conduction equation, using a Crank–
Nicholson scheme, is used to obtain the surface heat flux from the
measured surface temperature history. Computational fluid dy-
namics predictions were also made to provide better understand-
ing of the near-hole flow. The results show extensive heat transfer
enhancement as a function of extraction angle and suction ratio in
the near-hole region and demonstrate good agreement with a cor-
responding study. Furthermore it was shown that the effect of a
wall-to-coolant ratio is of a second order and can therefore be
considered negligible compared with the primary variables such
as the suction ratio and extraction angle.
o �DOI: 10.1115/1.3066294�

Keywords: film cooling, coolant extraction, turbine blade, heat
transfer enhancement, extraction angle, suction ratio

1 Introduction
Growing commercial pressure and environmental regulations

are putting ever increasing demands on engine designers to obtain
higher levels of fuel efficiency and to minimize combustion emis-
sions. Consequently there is a strong drive to increase the com-
pression ratio and turbine inlet temperature �TIT�, thereby im-
proving the overall efficiency of the engine. However, increasing
the turbine inlet temperature enhances the thermal load on hot-end
components such as rotor blades, nozzle guide vanes, and turbine
disks. This problem is further aggravated by an increasing com-
pressor outlet air temperature, analogous with higher compression
ratios, which is also used to cool down these hot-end components.

Hence, more sophisticated cooling techniques and advanced
thermal boundary coatings are implemented to cool down the

nozzle guide vanes and first stage rotor blades. Generally the cool-
ing techniques that are implemented consist of a combination of
convective internal cooling, such as ribbed cooling channels and
impingent cooling, as well as external film cooling.

Although the cooling system provides increased cycle effi-
ciency, it introduces various losses, which requires its design to be
efficient in minimizing the quantity of air used for cooling pur-
poses while at the same time maintaining optimum functionality
of the engine and acceptable component life. For this reason an
extensive amount of experimental and computational research has
been done over the past couple of decades to quantify the effec-
tiveness of coolant injection on the external surface of the blade
and the influence of convective cooling on internal cooling
passages �1–4�.

Various correlations have been developed to predict the adia-
batic film cooling effectiveness and heat transfer augmentation
with regard to a variety of film cooling parameters on the external
surface of the blade. These parameters include the injection of
coolant from various blade surfaces with different cooling hole
geometries, blowing ratios, and mainstream turbulence effects �5�.
Likewise an extensive amount of research has been done with
regard to augmented convective cooling in cooling channels in-
side the blade structure. These studies have considered the influ-
ence of different turbulator geometries and turbulator layouts on
the channel heat transfer and pressure drop with and without
rotation �6–8�.

From the research that has been done with regard to internal
cooling channels, only a limited number considered the influence
of coolant extraction, to aid with external film cooling, on the
internal channel wall heat transfer augmentation. Apart from the
relation between the improvement of internal heat transfer aug-
mentation and external film cooling efficiency, a greater degree of
uniformity with regard to internal cooling is also required to pro-
hibit current stress-strain limitations. This may imply that a com-
ponent must be cooled more efficiently in specific local regions
rather than on improved global performance �9�.

Studies that have considered coolant extraction have shown that
the withdrawal of air from the cooling channel induces extensive
local heat transfer enhancement downstream of the coolant extrac-
tion hole �10–15�. The amount of enhancement is quantified by a
nondimensional enhancement factor, which describes the amount
of heat transfer augmentation and is defined as

EF =
h

h0
�1�

Furthermore research has shown that the local augmentation is
fairly insensitive to the channel Reynolds number and upstream
flow conditions, as well as the interaction between supplementary
holes �11,12�. Studies that have considered the interaction be-
tween rib turbulators and extraction holes have shown that the
position of the extraction hole relative to the rib reduces the
amount of separation downstream of the turbulator and also influ-
ences the discharge coefficient of the hole �12,14,16�. Most of
these experimental studies were, however, conducted in single and
multiple cooling passages with multiple extraction holes, which
considered the influence of coolant extraction on the average
channel heat transfer enhancement. Only a limited amount of re-
search has focused on the local influence of extraction hole pa-
rameters such as the suction ratio, or blowing ratio, defined as

SR =
V̄hole

V̄channel

�2�

Another variable or parameter that has not received much atten-
tion is the angle at which the coolant is extracted.

The first, and to the knowledge of the author, the only study
that considered the influence of these parameters on the near-hole
heat transfer augmentation in a cooling passage was conducted by
Byerley �17�. Apart from experimental heat transfer measure-
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ments, making use of liquid crystal thermography, smoke flow
visualization studies near the entrance to the extraction hole were
also considered. The study made use of a one pass cooling chan-
nel with a single coolant extraction hole. Tests were conducted
primarily at a channel Reynolds number of 25,000 and coolant
extraction angles of 30 deg, 90 deg, and 150 deg. A 60 deg or-
thogonal or sideways extraction angle was also considered. The
suction ratio of the coolant extraction hole was varied from 0 to 8.

The results showed that the local heat transfer augmentation
downstream of the coolant extraction hole is induced by a com-
plex combination of boundary layer renewal and three-
dimensional flow features, such as impingement and vortex down-
wash, which are primarily dependent on the suction ratio. The
study also showed that the amounts of heat transfer enhancement
with regard to the different extraction angles were relatively simi-
lar �pertaining to the suction ratio�, except for the 150 deg extrac-
tion hole, which was considerably lower at higher suction ratios.

The study conducted by Byerley �17� obtained valuable and
comprehensive results of the heat transfer downstream of a cool-
ant extraction hole. However, although the liquid crystal thermog-
raphy technique used provides detailed contours of surface heat
transfer, it limits the maximum wall temperature at which tests
can be conducted. For this reason heated air was blown in a
cooled channel, which implies that the coolant boundary layer
density in the near wall region was higher than that of the main-
stream flow field. Assuming that the Twall /Tcoolant gradient is rep-
resentative of an actual cooling passage, this method should pro-
vide an adequate approximation of the absolute convective heat
transfer enhancement in a channel without coolant extraction.
However, the heat transfer augmentation near the entrance to a
coolant extraction hole is influenced by boundary layer renewal
and vortex downwash further downstream of the extraction hole,
which may be affected by the inverse density gradient in the near-
wall region. Furthermore, the study conducted by Byerley �17�
made use of a rectangular experimental channel with sidewalls,
which were widened to neglect any interaction between the chan-
nel sidewalls and the coolant flow. Whether the sidewalls will
influence the downstream heat transfer augmentation is uncertain.

The objective of the present paper is to contribute to the work
that was conducted by Byerley �17� and to consider the local heat
transfer augmentation near the entrance to a coolant extraction
hole at varied suction ratios and extraction angles. Consequently
tests were performed within the same scope; however, in the
present study a thin film measuring technique was adopted. Al-
though this technique will provide less details compared with liq-
uid crystal thermography, it provides the ability to test at higher
wall-to-coolant temperature ratios, which are representative of a
gas turbine cooling channel. Tests were also conducted in a square
channel to assess the influence of the channel sidewalls on the
heat transfer enhancement downstream of the coolant extraction
hole.

In addition to the experimental investigation, a commercial fi-
nite volume code was also used to numerically simulate the ex-
perimental domain at different suction ratio and extraction angle
test cases. The purpose of the numerical investigation was to pro-
vide better understanding with regard to the flow field near the
extraction hole.

2 Experimental Setup
A schematic layout of the experimental rig is displayed in Fig.

1. For the purpose of this study, a square channel with a single
extraction hole was manufactured. The channel is representative
of an internal cooling channel of a turbine blade, scaled 40 times,
with a hydraulic diameter of 25 mm. The channel walls were
made from Ertalyte, a nylon compound, and Macor ceramic
plates, which were then sealed and clamped together within an
aluminum casing. The Macor and Ertalyte wall sections were cho-
sen due to their low thermal conductivity and hence to minimize
lateral conduction in the substrate. This is necessary to ensure that

the walls can be assumed to represent a semi-infinite substrate
during the short experimental measurement period. The Macor
ceramic wall section provides the substrate onto which the plati-
num thin film gauges are fired and also serves as a housing for the
instrumentation connections and the bleed hole geometry plug
connection.

An interchangeable bleed hole geometry plug, of the required
hole diameter and extraction angle, is inserted, fastened, and
sealed in the connecting hole of the ceramic substrate. The plug
fits flush with the channel surface. The bleed hole geometry plug
has a channel hydraulic diameter of 5 mm with a bleed hole length
to diameter ratio of 8. This ratio is representative of the range used
on actual blades. Bleed hole angles of 90 deg and 150 deg were
used. The inlet of the extraction hole is sharp edged.

The experimental channel is mounted within a furnace, which
provides the ability to control the wall temperature of the test
channel. Coolant flow is provided by a compressor, delivering air
at a maximum pressure of 600 kPa and a constant mass flow rate
of 2 kg/s. The feed from the compressor is controlled using a
solenoid valve, placed upstream of the channel section. The sole-
noid valve is a high speed open/shut valve, which provides a step
change in the flow when required. Flow regulators were fitted at
the inlet and outlet of the main channel, providing the ability to
adjust the mass flow rate and pressure inside the channel to the
required state.

The mass flow rate in the main channel was measured with an
orifice plate, designed according to BS 1042, situated downstream
of the experimental channel. The amount of coolant extracted
from the bleed hole was controlled and measured by a rotameter
on the extraction channel outlet. The extracted air flows through a
heat exchanger, cooling the bleed air down to the prescribed tem-
perature at which the rotameter is calibrated. Pressure measuring
points and temperature sensors were placed at the inlet and outlets
of the main channel to provide the channel pressure drop and bulk
temperature measurements.

Surface temperature measurements were made downstream and
upstream of the coolant extraction hole, as shown in Fig. 2. The
measurement area downstream of the coolant extraction hole is
concentrated near the entrance of the hole to provide line averaged
measurements of the surface heat transfer enhancement induced
by the extraction of the coolant. This measurement area has a
length of five bleed hole diameters downstream of the extraction
hole and a width of two bleed hole diameters. The size of the
measurement area was chosen to provide line averaged results,
which can be compared with the near-hole heat transfer contours
provided by Byerley �17�.

Fig. 1 Schematic layout of the experimental setup
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The upstream measurement is used to calculate a reference sur-
face temperature measurement in an unenhanced region, i.e., a
region with fully developed hydrodynamics not directly influ-
enced by the extraction of coolant. The purpose of the reference
measurement is to provide a dimensionless representation of the
near-hole heat transfer enhancement as defined by the enhance-
ment factor.

3 Measuring Technique and Data Reduction
A transient measurement technique was used to measure the

steady state heat transfer on the substrate surface upstream and
downstream of the coolant extraction hole. This technique makes
use of thin film gauges to measure the transient surface tempera-
ture during testing. Each gauge acts as a resistance temperature
device �RTD�, consisting of a very thin platinum metal element
with negligible heat capacity, which is painted onto the substrate.
The gauge thickness is so small, in the region of 0.1–1 �m, and
its conductivity so high, in comparison with the substrate, that its
influence on the flow field and heat transfer can be neglected �18�.

A numerical data reduction technique was used to obtain the
surface heat flux from the surface temperature measurement. This
numerical method has been validated by Denos et al. �19� against
the established analog heat flux measurement technique described
by Schulz and Jones �20�. With this technique the wall heat flux is
calculated using Eq. �3�, which represents one-dimensional un-
steady conduction,

�T�x,t�
�x2 =

1

��x�
�T�x,t�

�t
�3�

Equation �3� computes the spatiotemporal propagation of tem-
perature into the substrate by using the experimentally measured
temperature history at the exposed surface and at a given depth as
boundary conditions. The initial temperature distribution within
the substrate can be assumed to be uniform since the substrate is
under thermal equilibrium before blowdown,

T�x,0� = T0 �4�
Furthermore it can be shown that if the transient time of the

experiment is less than 1.5 s, the substrate can be considered to
represent a semi-infinite substrate, yielding

t �
L2

4�
⇒ T��,t� = T0 �5�

This provides the ability to determine the temperature distribution
history within the substrate itself, which can then be used to de-
termine the surface heat flux by means of

q̇w�t� = − k� �T

�x
�

x=0

�6�

To solve Eq. �3� an implicit Crank–Nicholson scheme was used,
which can be outlined as

Ti
n+1 − Ti

n

�t
=

���Ti+1
n+1 − 2Ti

n+1 + Ti−1
n+1� + �1 − ���Ti+1

n − 2Ti
n + Ti−1

n ��
�x2

�7�

By expressing the unknowns at time n+1, in Eq. �7�, as a func-
tion of the computed solution at time n, a tridiagonal system is
obtained, which can be solved to attain the distribution of tem-
perature in the substrate at time step n+1. The temporal domain
displayed in Eq. �7� represents the experimental sampling rate,
while the spatial domain is the discretized substrate. The substrate
discretization depth was 7 mm and was discretized with 5000
node points clustered toward the surface where the higher gradi-
ents are expected. This data reduction technique was validated
against an analytical test case describing the temperature change
within a substrate exposed to a step change of constant heat flux.
The numerical discretization was adapted to obtain a difference of
less than 0.1% with regard to the analytical solution.

4 Experimental Uncertainty
The gauge firing process, used during the application of the

gauges, may cause diffusion of platinum into the substrate,
thereby altering the original thermal characteristics of the ceramic
�21�. Knowledge regarding the thermal product ���Cpk� of the
ceramic is required to accurately predict the temperature profile
within the substrate. For this a Joule heating technique, suggested
by Denos et al. �19�, was implemented with which a gauge is
subjected to a pulse of known constant heat flux. The initial para-
bolic change in surface temperature during this process is mea-
sured and used to determine the thermal product.

The uncertainty regarding the measuring technique was esti-
mated with a single sample uncertainty analysis based on the
method proposed by Kline and McClintock �22�. The experimen-
tally determined thermal product provided a dispersion of 7%,
which represents a surface flux uncertainty of approximately 2%.
The maximum uncertainty of the temperature difference between
the wall temperature and gas temperature can be considered to be
�1.1°C. This provided a conservative surface heat transfer coef-
ficient uncertainty of less than 3%, which is considered acceptable
for the current application.

5 Numerical Model
In addition to the experimental investigation, test cases were

numerically modeled at different suction ratios and extraction
angles. The purpose of the numerical investigation was to provide
better understanding with regard to the flow field near the extrac-
tion hole.

A fully three-dimensional steady state computational fluid dy-
namics �CFD� analysis was conducted using a commercial finite
volume package �FLUENT 6.3.26�. Although promising studies have
been performed with large eddy simulation �LES� turbulence
models on internal cooling passages without coolant extraction
�23,24�, it is not yet employed in routine design simulations �25�.
Consequently, in this study it was decided to solve the Reynolds
averaged Navier–Stokes �RANS� equations with the two-layer re-
normalisation group �RNG� k-	 turbulence model and a second
order volume discretization scheme. The RNG k-	 turbulence
model was chosen since it is currently one of the more common
turbulence models used in the industry �26�.

An unstructured hexahedral mesh was used to discretize the
numerical domain, which represented the experimental channel
section. To reduce the computational effort, a symmetry boundary
was used along the length of the channel, as shown in Fig. 3, to
decrease the size of the model. The number of cells that were
implemented totaled to 5,400,000 and was determined through a
mesh independence study. The study considered mesh sizes with
different degrees of nonuniform grid spacing in the main channel

Fig. 2 Schematic cut-away of the experimental channel
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and a constant boundary layer cell size, which provided a y+ value
of approximately 1. The grid spacing was dense in the region of
the extraction hole where the higher flow gradients were expected
and gradually increased further away where the flow properties
were assumed to be more uniform. Figure 4 illustrates the near-
hole mesh configuration and cell distribution of the 90 deg extrac-
tion model.

A mass flow boundary condition was used at the channel inlet,
and pressure boundaries were used at the channel and bleed hole
outlets. Experimentally measured mass flow and extraction hole
outlet pressure values were implemented as flow boundary condi-
tions to the numerical model. The channel walls were modeled as
isothermal with a wall temperature equivalent to that of the ex-

perimental setup. This is done to replicate the isothermal substrate
walls approximated by the transient experimental technique. Con-
vergence was determined from the residuals and by monitoring
the mass flow rate at the channel and bleed outlets.

6 Results and Discussion
Transient experimental measurements were made with a chan-

nel Reynolds number of 25,000 and extraction angles of 90 deg
and 150 deg. The SR ratio was varied between 0 and 5, and
wall-to-coolant temperature ratios �Tw /Tc� of 1.3 and 1.4 were
considered.

The experimentally measured data are presented as line aver-
aged heat transfer enhancement values downstream of the extrac-
tion hole. The position of each measurement is defined as the ratio
between the distance downstream of the extraction hole, x, and the
diameter of the hole, D, as illustrated in Fig. 5. The width used for
averaging is a distance of two extraction hole diameters �2D� and
was chosen to superimpose the footprint area of heat transfer en-
hancement downstream of the hole.

Although the purpose of this study was to consider the heat
transfer augmentation near the entrance to the coolant extraction
hole, numerically predicted flow vectors are also presented to pro-
vide better understanding with regard to the experimentally mea-
sured enhancement results.

6.1 Case 1. Heat transfer enhancement profiles downstream
of the 90 deg extraction hole, for SR=5 and SR=2.5, are com-
pared in Fig. 6 with the measurements obtained by Byerley �17�.
The enhancement profiles acquired from the analogous study were
calculated from heat transfer enhancement contours measured
with the use of liquid crystal thermography. The measurements
show extensive heat transfer augmentation in the near-hole region

Fig. 3 Numerical domain with boundary conditions

Fig. 4 Near-hole mesh configuration

Fig. 5 Line averages downstream of the extraction hole

Fig. 6 Line averages downstream of the 90 deg extraction hole
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for both suction ratios.
The near-hole enhancement profile for SR=5 shows a differ-

ence of less than 10% when compared with the profile obtained by
Byerley �17�. Good agreement between the two sets of results is
obtained further downstream. The enhancement profile for a SR
=2.5 provides a better comparison, although a small difference is
also observed closer to the extraction hole.

The relevant difference between the two data sets with regard to
the near-hole enhancement appears to be greater at the higher
suction ratio where impingement is a more dominant enhancement
mechanism �17�. Although the difference can be assumed to be
negligible, this observation may also indicate that the enhance-
ment induced by impingement is influenced by the thermal gradi-
ent in the boundary at the near-hole region.

The heat transfer enhancement profiles downstream of the 150
deg extraction hole, for SR=5 and SR=2.5, are compared in Fig.
7. The comparison shows excellent agreement in the near-hole
region and further downstream at both high and moderate suction
ratios.

In contrast to the 90 deg extraction hole comparison, the 150

deg extraction hole enhancement profiles do not show any signifi-
cant difference in the near-hole region with regard to suction ratio.
It is believed that the higher angle of flow deviation, induced by
the backward slanted 150 deg hole, extensively limits the amount
of coolant impingement directly downstream when compared with
the perpendicular extraction hole. This implies that contrary to the
90 deg extraction hole, the near-hole enhancement, which is ob-
tained with the 150 deg extraction hole, is primarily influenced by
boundary layer renewal at both high and moderate suction ratios.

This observation is further supported when considering numeri-
cally predicted velocity vectors in the near-hole region of the 90
deg and 150 deg extraction holes. Velocity vectors of the 90 deg
extraction hole at suction ratios of 2.5 and 5 are displayed in Figs.
8 and 9. The encircled area shows the location of flow impinge-
ment induced by coolant extraction. When comparing the position
of impingement downstream of the perpendicular hole between
the two suction ratios, it should be noted that the point of im-
pingement moves further downstream �a distance of approxi-
mately 0.5D� with increased suction and that flow reversal takes
place near the hole edge at a suction ratio of 5. At the lower

Fig. 7 Line averages downstream of the 150 deg extraction hole

Fig. 8 Velocity vectors near the entrance to the 90 deg extraction hole at SR=2.5 „en-
circled area indicates coolant impingement…
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suction ratio, the point of impingement is on the edge of the
extraction hole. These observations relate strongly with the find-
ings of Byerley �17�, who conducted smoke visualization studies
in the near-hole region of a 90 deg extraction hole. Furthermore, it
indicates that the current numerical model provided qualitative
agreement with regard to predicting the near-hole flow field.

Velocity vectors near the entrance of the 150 deg hole at suction
ratios of 2.5 and 5 are displayed in Figs. 10 and 11. The velocity
vectors of the 150 deg hole indicate that the impingement area is
situated inside the extraction channel at both moderate and higher
suction ratios and not downstream, as is the case with the perpen-
dicular hole. This confirms that heat transfer augmentation down-
stream of the 150 deg extraction hole is to a lesser extent depen-
dent on coolant impingement and to a greater extent on boundary
layer renewal. Therefore the heat transfer augmentation down-
stream of the 150 deg extraction hole is extensively lower and
reaches a stagnation point, regarding enhancement, at a lower suc-
tion ratio when compared with the 90 deg extraction hole. Fur-

thermore the comparison between Figs. 10 and 11 indicates an
increased amount of recirculation within the cooling passage in
comparison with the 90 deg extraction hole.

The good agreement, which was obtained between the enhance-
ment profiles further downstream �x /D
2�, at multiple suction
ratios and extraction angles, also indicates that the width of the
channel has a negligible influence on the heat transfer enhance-
ment induced by coolant extraction. This conclusion can be made
since the current study was conducted in a square channel,
whereas the channel used by Byerley �17� was rectangular, with
the sidewalls widened intentionally to neglect any wall effects.
Additionally, it should be noted that this observation is made with
reference to a channel with a width that is equal to or larger than
its height.

Considering that two different measuring techniques were used,
with the density ratio of the present study within an engine repre-
sentative range, good overall agreement was obtained. Further-

Fig. 9 Velocity vectors near the entrance to the 90 deg extraction hole at SR=5 „en-
circled area indicates coolant impingement…

Fig. 10 Velocity vectors near the entrance to the 150 deg extraction hole at SR=2.5
„encircled area indicates coolant impingement…
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more, this observation contributes to the validity of the experi-
mental technique, which was implemented in the current study
and may indicate that the wall-to-coolant temperature ratio has a
negligible influence on the heat transfer augmentation induced by
boundary layer renewal and flow impingement downstream of the
extraction hole.

6.2 Case 2. To assess the influence of suction ratio on heat
transfer enhancement, measurements were obtained at various
suction ratios. Line averaged enhancement profiles downstream of
the 90 deg extraction hole at multiple suction ratios, ranging from
SR=0 to SR=5, are displayed in Fig. 12. Although no coolant is
extracted at the zero suction ratio profile, a small amount of near-
hole enhancement is observed. This can be attributed to turbu-
lence enhancement in the boundary layer, which is induced by
flow tripping across the hole edge.

The enhancement profiles show extensive enhancement near
the extraction hole, even for a fairly small suction ratio of 1.
When considering the amount of enhancement across the suction

ratio spectrum, the profiles indicate that the net amount of en-
hancement decreases exponentially with an increasing suction
ratio.

6.3 Case 3. To assess the influence of the extraction angle, the
line averaged enhancements downstream of the 150 deg extraction
hole at SR=5 and SR=2.5 are compared with the profiles obtained
with the 90 deg extraction hole, as shown in Figs. 13 and 14.
Although the 150 deg extraction hole shows extensive augmenta-
tion, it is much less compared with the 90 deg extraction hole,
especially at higher suction ratios. This observation correlates
with the findings of Byerley �17�. The comparison shows a de-
crease in enhancement of approximately 45% in the near-hole
region at SR=5, which decreases to approximately 25% in the
same region for SR=2.5.

The difference in enhancement between the two extraction
angles can be attributed to the amount of impingement down-
stream of the extraction hole, which has been shown to be exten-

Fig. 11 Velocity vectors near the entrance to the 150 deg extraction hole at SR=5 „en-
circled area indicates coolant impingement…

Fig. 12 Line averages downstream of the 90 deg extraction hole
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sively limited by the backward slanted 150 deg extraction hole.
This observation is further illustrated when considering that the
enhancement downstream of the 150 deg extraction hole is quite
similar at high and moderate suction ratios in contrast to the en-
hancement observed with the 90 deg extraction hole at different
suction ratios.

Further downstream �x /D
3� the comparison shows a de-
creasing difference between the two enhancement profiles, al-
though the difference is still significant. This can be expected
since the extent of near-hole impingement contributes to the
amount of downwash and turbulence downstream of the extrac-
tion hole.

The enhancement profiles downstream of the 150 deg extrac-
tion hole at multiple suction ratios ranging from SR=0 to SR=5
are displayed in Fig. 15. The enhancement profiles indicate that
the amount of heat transfer enhancement reaches a stagnation
point at a lower suction ratio when compared with the 90 deg
extraction hole.

Consequently the rate of enhancement stagnation is extensively
more for the slanted hole in comparison with the perpendicular
hole. This is illustrated in Fig. 16, which shows a comparison
between the average enhancement factors with regard to the suc-

tion ratio for the two extraction angles. The comparison shows a
difference of approximately 30% with regard to the average heat
transfer enhancement value at SR=5.

6.4 Case 4. Heat transfer enhancement at a higher wall-to-
coolant temperature ratio was considered to further establish the
sensitivity of near-hole enhancement with regard to a decreasing
boundary layer density induced by the higher wall temperature.
The absolute wall temperature was increased by approximately
10%, which is equal to a wall temperature increase of 30 K or
wall-to-coolant temperature ratio of 1.4. Measurements were
taken at SR=2.5 and SR=5. It was expected that if the difference
in wall temperature was to influence the amount of enhancement,
the discrepancy will most likely occur in the near-hole region
where impingement is the primary contributor to enhancement.
The enhancement profiles downstream of the 90 deg extraction
hole at wall-to-coolant temperature ratios of 1.3 and 1.4 and suc-
tion ratios of 2.5 and 5 are displayed in Fig. 17. The profiles show
good agreement at both suction ratios, although a small difference
is present near the edge of the hole �x /D�2� at the higher suction
ratio. This difference is less than 2% and indicates that the effect
of a varied Tw /Tc ratio on the downstream enhancement is of a

Fig. 13 Line averages downstream of different angled extraction holes

Fig. 14 Line averages downstream of different angled extraction holes
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Fig. 15 Line averages downstream of the 150 deg extraction hole

Fig. 16 Average heat transfer enhancement downstream of the 90 deg and
150 deg extraction holes at various SR ratios

Fig. 17 Average heat transfer enhancement downstream of the 90 deg ex-
traction hole at different Tw /Tc ratios
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second order and can therefore be considered negligible compared
with the primary variables such as the suction ratio and extraction
angle.

7 Conclusion
In this paper an experimental study of heat transfer near the

entrance to a film cooling hole in a turbine blade cooling passage
was described. The study made use of platinum thin film gauges
and a dedicated numerical data reduction technique to determine
the amount heat transfer augmentation induced by coolant extrac-
tion. The influence of various extraction parameters such as ex-
traction angle, suction ratio, and different wall-to-coolant tem-
perature ratios was considered. Furthermore a numerical model of
the test cases was done to provide better understanding of the
near-hole flow.

Initially, the experimental setup was calibrated against a previ-
ously published study. Contrary to the corresponding study,
cooled air was blown through a heated channel wall. Furthermore,
use was made of platinum thin film heat flux gauges, as opposed
to liquid crystal thermography to measure the thermal enhance-
ment. Despite these differences, good overall agreement was ob-
tained between the experimental results.

The experimental investigation showed that the primary vari-
ables that influenced the heat transfer augmentation constitute the
suction ratio and extraction angle of the film cooling hole. The 90
deg extraction hole showed significant augmentation in the near-
hole region with regard to an increasing suction ratio. The net
amount of enhancement appeared to stagnate with an increasing
amount of coolant extraction.

Although the 150 deg extraction hole also showed extensive
near-hole augmentation, it was comprehensively lower compared
with the 90 deg extraction hole, especially at higher suction ratios.
This observation correlates with previous findings. The compari-
son shows a decrease in enhancement of approximately 45% in
the near-hole region at SR=5, which decreases to approximately
25% in the same region for SR=2.5. Numerical flow results
showed that this reduction in enhancement can be attributed to the
higher angle of coolant deviation, which limits the amount of
downstream impingement.

The good agreement that was obtained further downstream of
the extraction hole with previously published results indicates that
the channel width has a negligible influence on the heat transfer
augmentation induced by coolant extraction. In this study a square
channel was used as opposed to previous studies where the side-
walls were widened to exclude any wall effects.

The enhancement that was obtained at a higher Twall /Tcoolant
ratio showed a difference of less than 2% in the near-hole region.
This indicates that this variable, which was considered, does not
primarily influence heat transfer augmentation and can therefore
be considered to be negligible within the chosen experimental
conditions.
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Nomenclature

Roman
EF � enhancement factor

h � convective heat transfer coefficient �W /m2 K�
h0 � reference convective heat transfer coefficient

�W /m2 K�
k � thermal conductivity �W /m K�
L � wall thickness �m�
q̇ � heat transfer rate �W�

SR � suction ratio
T � temperature �K�

t � time �s�
V̄ � mean velocity �m/s�
x � spatial coordinate �m�

Greek
� � thermal diffusivity �m2 /s�
� � weighting factor
� � density �kg /m3�

Subscripts
c � coolant
w � wall
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